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well as to the existing approaches and 
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ABSTRACT

Any liquid environment contains a vast amount of variables, some

of which might still be unknown to this day. While this environ-

ment has been under intensive study for decades and instrumen-

tation constantly improves, the fundamental questions about the

chosen models and variables remain. This creates a wide variety of

discussion but very few standard approaches.

There are two main foci in this study: an extensive study of

the literature and an ellipsometric approach in detecting particle

adsorption. The study on literature serves as a base for discussion,

which is mostly considering what is and isn’t a plausible photonic

model in adsorption.

The empiric part of the study concentrates on analyzing primal

signal changes observed in a liquid environment. The equipment

used is constructed seeking to create a simple ellipsometric build

that works in particle adsorption detection. A multi–fiber spectrom-

eter is successfully used as a detector, and indicates that by record-

ing parallel signals from a system, a benefit could be achieved in

both analyses and signal improvements.

Different numerical adsorption models are constructed, calcu-

lated, compared, and further discussed. Discussion on the back-

ground of the adsorption phenomenon and measurement analysis

strongly indicate, that the liquid environment should be handled

with care. The vast amount of variables involved create a challenge

to photonic approaches, which are highly sensitive to selected mod-

els and material properties. This study progresses through device

level challenges, basic general ellipsometric theory, and calculated

models seeking to present matters to be considered.
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Protein adsorption in three dimensions

Biomaterials 33(5), 2012
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NOTATIONS

A Amplitude of a field

J General Jones operator

i Complex unit number, i2 = −1

E Electric field

d Thickness of material [m]

r Fresnel coefficient for reflection

R Reflectance

t Fresnel coefficient for transmission

T Transmittance

x Coordinate direction x

y Coordinate direction y

z Coordinate direction z

s Denotes S-polarization (⊥)

p Denotes P-polarization (‖)

N Complex refractive index

M Amount / repetition count

t Time [s]
∗ A complex conjugate

α Rotation angle [◦] / [rad.]

θ Photon incident angle on an interface

θC Water contact angle [◦] / [rad.]

λ Photon wavelength [m]

Ψ Ellipsometric amplitude term

∆ Ellipsometric phase term

I Irradiance of a wave [W/m2]

ω Angular frequency [rad./s]

γ Tension [N]



Abbreviations in text

AFM Atomic Force Microscope

CPU Central Processing Unit

GPU Graphics Processing Unit

HPF Human Plasma Fibrinogen

HSA Human Serum Albumin

LYZ Lysozyme

PAP Parallel processing

PCSA Polarizer-Compensator-Sample-Analyzer (Ellipsometer)

PSA Polarizer-Sample-Analyzer (Ellipsometer)

RAE Rotating-Analyzer-Ellipsometer

SEM Scanning Electron Microscope

SLE Simple Layer Estimate

SNR Signal to Noise Ratio

SPR Surface Plasmon Resonance

TIR Total Internet Reflectance

VAE Variable Angle Ellipsometer

VASE Variable Angle Spectral Ellipsometer

MFS Multi-Fiber Spectrophotometer



1 Introduction

This chapter seeks to put things into perspective for this study, to

provide an underlying path for the progression of the study. Before

going into the actual subject, we will discuss the motivation of the

study as well as its main aims.

1.1 MOTIVATION

A reason for studying adsorption phenomenon could have various

motivations. The aim could be to provide a novel method to observe

a phenomenon or to improve an existing method. Furthermore, the

commercial potential in nano-detection is both clear and immense.

But an underlying reason for particle detection could generally

come from biology. Human biology to be precise. It is of great

interest to understand both the biological compatibility of a mate-

rial and reaction of such a material inside a living organism. Both

implant material and drug delivery are of interest through macro-

scopic and microscopic scale.

Whether the aim is to observe nanoparticle interaction with

drugs to provide new drug delivery possibilities or just to observe

a new plastic or metal inside a living orgasm, the overall aim is al-

ways in the physio-chemical field of adsorption studies. Photonics

has been used as a tool to assist in these observations for decades.

Still, good deal more will be found as understanding grows slowly.

While studies have been conducted for years, the real environment

still remains a mystery. More or less. This is because there is a large

gap between in–vivo (inside living things) and a in–vitro (”glass

tube”) experiments. Usually, more theoretical studies in labora-

tories have a much more simplified environment compared to the

actual environment of a real biological body. However, it is those

studies which provide questions of fundamental processes behind

phenomena, studies such as this, that might move things towards
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meaningful goals. So, while this study does not deal with ground–

breaking novelties, for reasons that should become clear, it will pro-

vide a humble but critical approach to the vastness of variables that

physics and chemistry kindly provides, and presents them in the

perspective of photonics.

1.2 PUTTING THINGS INTO PERSPECTIVE

The main effort to detect proteins and particles in liquid environ-

ments using ellipsometry has been ongoing for nearly four decades.

Since the 1970s observations have concentrated on kinetics and pack-

ing discussion on various surfaces [1–3]. Irwin Langmuir even pro-

vided kinetic proposals nearly one hundred years ago [4,5]. These

things said, we are mixing a wide variety of multidisciplinary re-

search fields into this study.

While extensive studies have been made to understand protein

adsorption, models are not yet perfect. Far from it, since this long

research history will create yet more theories about the adsorp-

tion of particles into the existing of multidisciplinary studies in this

field. This study tries to acknowledge this past research, but due of

a combination of several areas of expertise, something still might be

missing from the analyses done here. To include background and

discussion about the fundamentals of the phenomenon, chapter 2

was written. This chapter includes some of the historical work done

towards understanding the adsorption phenomenon of particle ad-

sorption. The main focus in the whole study will be the photonic

detection of adsorption in liquid, but as previously stated, we are

following in the footsteps of significant researchers.

Figure 1.1 presents an overly simplified schematic of a combi-

nation of fields which need to be addressed before delving into

the topic of photonic detection of adsorption. This is the minimal

image that should be constructed as a concept prior to starting pho-

tonic studies in any liquid environment. Moreover, this same trinity

comes into play in many research areas when either a liquid or a

plasma phase is present. A solid and a gas are friendly as material

2 Dissertations in Forestry and Natural Sciences No 180
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Figure 1.1: A conceptual visualization of three research field that can

overlap in an adsorption study.

phases because when they coexist, a stable state and interface for

the materials usually exists during the measurements. However,

once a third phase is introduced, great caution should be shown,

because one new material phase might be accompanied by a multi-

tude of variables.

A rather ambiguous field, “materials”, is shown in the visualiza-

tion in Figure 1.1. Materials here represent a general material, usu-

ally solid in nature, and provide a clear distinction of thought which

should remain between these three entities. A physicist like the au-

thor could say that it is ridiculous to differentiate materials from

photonics in the same way as separating materials from physics.

But again, this is just a one way of observing the phenomenon and

hopefully provide a state of mind for what is to come.

Figure 1.1 shows that these three fundamental categories over-

lap one another, as well as that they can overlap only two at a time,

creating many different approaches. When thinking about overlap-

ping chemistry and a material, we are discussing material chem-

istry and physical chemistry, and when overlapping photonics and

Dissertations in Forestry and Natural Sciences No 180 3
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materials, we are naturally discussing the photonic properties of a

material. The main thing to comprehend from the Figure 1.1 is that

these areas and points of views cannot be defined as fully separable

entities in a liquid environment. They are and will play a major part

of the particle adsorption detection with photons and thus should

be always noted.

Returning to the liquid environment and the challenges of mea-

suring with photons, constantly moving liquids with their swirly

refractive indices and internal chemistry are enough of a challenge

even without interacting nano-sized particles. However, that is the

direction of this study. Discussing and studying this phenomenon

can only lead to benefit.

1.3 AIM AND STRUCTURE OF THIS STUDY

It was already noted in 1998, that “Ellipsometry is now a well-

established method for the investigation of protein adsorption phe-

nomena at interfaces” [6]. But only recently, in 2012, it was said

about adsorption studies that, “The literature is a mess.” [7] So,

while the phrasing might enable us to note something, it should

not be interpreted as a direct discovery of all underlying phenom-

ena.a

The aim of this study was to research the underlying phenomenon

of adsorption as well as discuss a polarimetric device as a tool for

studying the said phenomenon, while providing information about

photonic methods. One focus is in describing a minimal setup of

polarimetry to study adsorption and discuss any hardware used

in the device in greater detail. However, the main focus is in the

discussion of the photonic models that has been and are used to

evaluate the complex phenomenon of adsorption.

aWithout belittling any study, for example the “method for the investigation”

is rather far from the phrase “method for qualifiably characterizing.”

4 Dissertations in Forestry and Natural Sciences No 180
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The aims of the work are as listed:

1. To provide:

• An introductory level of information about the adsorp-

tion phenomenon.

• A collection of work already done in an aspect of pho-

tonic detection of adsorption.

• A minimum theory of polarimetry related to the gener-

ally used Ψ and ∆ variables of ellipsometry.

2. To compare:

• Different calculation models and effect of variables.

3. To discuss:

• Different ellipsometric constructions.

• The state of photonic research of adsorption.

• If it is really possible to detect protein adsorption on ti-

tanium.

• Other explanations for detected signals.

• A signal and light source quality as well as key detector

variables.

• Example signals from real surfaces.

The word optics and optical both have a strong historical corre-

lation to visual range of photon wavelengths. While the word op-

tics is well–established and has been used for even invisible wave-

lengths, it must be said that previous usage does not claim to be

a good policy. Thus, more general terminology involving photons

is used throughout this dissertation. Optical is now photonic and

optics correspondingly is photonics. While this might seem odd,

it is done because there is no desire to even hint that these meth-

ods would just involve the visual range of wavelengths. We under-

stand, that photons could also include, for example, X–rays and far–

Dissertations in Forestry and Natural Sciences No 180 5



Niko Penttinen, Photonic adsorption studies in liquid:
devices, models, and an ellipsometric approach

infrared methods, which are both outside the scope of this study,

but we still believe, that if appropriate and possible, one could still

extent many things from this study to different photon energies.

This study aims to cover the basics of adsorption in liquid as

well as related photonics. That is not an easy task to do, because ex-

isting literature discusses both fundamental and intermediate phe-

nomena, which relate to the adsorption. Furthermore, depending

on the research field where these things are discussed, there can be

a very different value given to these fundamental and intermedi-

ate phenomena. Thus, we will shortly go through the fundamen-

tal basics, and after this, we will move to discuss the intermediate

phenomena. Mainly, the fundamental discussion in this study con-

tains the interatomic forces and discussion of the liquid media itself.

All intermediate effect come from these fundamental sources and

are discussed separately. Understandably, interatomic forces and

chemistry related to liquid environment is too big of a challenge to

include in any individual study, so a lot will be dismissed.

The photonics part of this study will concentrate to describe Ψ

and ∆, the ellipsometric parameters commonly associated with any

ellipsometric study, but the main aim is to discuss the actual ana-

lytic value of these parameters. Or more accurately; how analytic Ψ

and ∆ really are in a liquid environment? This discussion is done

using several different scenarios in the used models.

When the fundamental and intermediate basics has been cov-

ered, we should already understand where the conclusions are head-

ing. It should become clear for the reader of this work, how much

fundamentals can be dismissed in a photonics study of adsorption.

We will conclude, that the complex liquid environment and cor-

responding vast amount of parameters of interatomic interaction

should be interpreted with caution. We will also remark, that the

chosen refractive indices and used model can produce a huge vari-

ation to the final results. Especially, if absolutely no remarks on the

interatomic forces or evaluation of optical models are done.

6 Dissertations in Forestry and Natural Sciences No 180



2 Adsorption fundamentals

and photonic research

Despite photonics being the main topic in this study, this chapter

describes the background of the particle adsorption phenomenon

on an introductory level. It will also discuss photonics, but only to

collectively state and compare the historical and current status of

adsorption research.

This chapter tries to lay out some framework to the adsorption

phenomenon. Firstly, few key points are made about biomateri-

als, interactomic forces, and liquid media (sections 2.2, 2.3, and

2.4). Secondly, the adsorption is discussed through intermediate

phenomenon, and related key points, which are commonly seen in

adsorption studies (section 2.5). Especially, the section 2.5.2 makes

a clear list of the effecting variables in protein adsorption.

2.1 APPROACH TO ADSORPTION IN THIS STUDY

In this part, we are at the crossroads of historical studies and knowl-

edge. We will not fully consider the highest level of discussion,

which would be purely atomic. Few words on interatomic forces

will be said in section 2.3, but even if atom–level calculations might

perhaps solve much of the unknown, there is currently no tools

that can do that. Calculation requirements would be astronomical

for general adhesion studies with big molecules. Instead, descrip-

tions and explanations usually from lower–level empiric observa-

tions and measurements are not only more meaningful but are also

easier to comprehend.

Furthermore, this chapter of the work provides both limitations

on and opportunities for the interpretation of results of this study.

A great deal of work has been made in aim to understand ad-
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sorption as phenomenon and all intermediate observations that it

produces. There is no single work that could be pointed out, but

there are few that stands out when discussing the protein adsorp-

tion [3,7,8]. Actually, this is one of the most important things to

note. Adsorption as phenomenon, even with proteins, does not

directly equal that we are discussing biomaterials. Adsorption is

more about the fundamental interatomic forces and anything “bio”

is evaluated in different context. No doubt there is a dream to con-

nect the fundamental phenomenon of adsorption and biomaterials,

but after sections 2.2 and 2.3, it should be clear, that a great chal-

lenge exists in combining these two.

Finally, the adsorption phenomenon is still strongly motivated

by the potential for immediate biological applications. Those ap-

plications are all kept at minimum in this section and we will only

observe adsorption in liquids, as this study is entitled to do. The

main aim are the proteins, so that those more strongly connected to

chemistry, such as lipids [9], poly(ethylene glycol) (PEG) [10], poly-

mers [11–13], polymer surfaces such as polyelectrode multilayers

(PEM) [14,15], self-assembling monolayers (SAM) [16], and platelet

adhesion [10,17] are all left out. These are major fields of study,

but are too large to cover in detail here. Similarly, we will omit

most of the actual biochemistry background for the same reason.

The field of biochemistry creates greatly detailed descriptions of

each functional group of proteins and induces a whole new level of

discussion that is beyond the scope of this study [18,19].

2.2 A FEW WORDS ON BIOMATERIALS

When biomaterials are discussed, there is always constant interest

in finding new, cheaper, and more applicable materials. Williams

([20], 2009) has discussed the meaning of the whole word “bioma-

terial” and concluded the following:
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“A biomaterial is a substance that has been engi-

neered to take a form which, alone or as part of a

complex system, is used to direct, by control of in-

teractions with components of living systems, the

course of any therapeutic or diagnostic procedure,

in human or veterinary medicine.”

Williams also included several previous definitions of biomaterial

in his paper. This study will not redefine anything. Here we simply

state that a biomaterial is a substance aimed to be used within a living or-

ganism. This usage usually involve engineering bone replacements

because bones construct the frame of human body and sometimes

need a replacement or redoing [21–24].

2.2.1 Material response and properties

Any material that is in contact with the human body generates a

reaction with a human body’s immune system. Sometimes this re-

action is expected to be minimal, sometimes maximal, depending

on the application. For example, if a material is expected to be a

delivery agent of some sort, it is understandable that a minimal re-

action is desired to increase delivery rates. Similarly, if a material is

to be integrated into a body, some reaction would be ideal [25–27].

This reaction with the body depends on how the innatea immu-

nity system responds to the material in question. Macrophages and

dendritic cells are believed to be one of the initial functional cells

that determine the immune system reaction to a substance [26,27].

Despite the body–centrific view, a response of a material is still in-

teresting as any material could have some other biological usages,

such as a reaction with bacteria or viruses [28–30].

Depending on the actual need for a material, the material should

not only have a positive integration with the body but should also

be structurally optimized. For example, scaffolding biomaterials

are something which provide increased cell attachment, increased

aFirst line of defense of the immune system.
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flow transport, and controlled biodegradability [21,22,31,32]. Bio-

material is usually desired to have [33]

1. Good mechanical properties

2. Chemical and physical durability

3. Biocompatibility

4. “Bone-compatibility” (Osseointegration)

The mechanical properties need to be correct so that any stress

moves along the material in the proper way. The material should

not corrode in the body nor it should erode too quickly. In addition

to being biocompatible, the material should provide osseointegra-

tion. Osseintegration involves the material having the ability to be

a growth platform for bone cells.

Cell adhesion and osseointegration

The standard for testing a biomaterial is usually cell culturing. It

is easy to understand that if a cell can be cultured (grown) on a

surface, the surface would be compatible or at least non-toxic to

that particular cell. However, the case is not that simple. Cells

need to be evaluated in different ways and there are numerous ac-

tive components in cell–adhesion tests. We should bear in mind

that cell–adhesion can and are used to test biomaterials. For exam-

ple, see one work of Anselme ([34], 1999) for different quantitative

cell–adhesion tests. A cell–adhesion test can test toxicology, bio-

compatibility, and the ossoeintegration of a selected material.

2.2.2 Actual materials

Titanium

When discussing the application of titanium, there is no doubt that

bone replacements are one of the first applications that come into

mind. Indeed, titanium fills all the required compatibility require-

ments of a biomaterial and is already widely used. Some of the
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compatibility is thought to come from the natural oxidation of the

titanium [35,36]. This has created a countless number of different

researched titanium alloys which seek to be the next advancement

in the use of titanium [33]. As this is the introduction to this topic,

the selected material in the experimental section is also titanium

[37].

For implant usage review, see the paper of Long and Rack ([38],

1998) which demonstrates a good comparison of titanium and other

possible materials. For a truly concrete description of implant us-

age, see the study of Albrektsson et al. ([39], 1981) which illustrates

the actual use of implants.

Other materials

The fundamental materials for concept–testing purposes is usually

silver (Ag), gold (Au), or platinum (Pt). All are considered bio-

compatible and have good chemical stability, for example, in de-

tection applications [40]. This even more the case with gold and

silver nanoparticles, which also have interesting photonic proper-

ties (see section 2.6).b Still, an ideal reaction is not enough. The

mechanical properties also need to be in order. Thus, a vast num-

ber of different materials have been extensively researched: mate-

rials such magnesium (and alloys) [41,42], peptides [32], collagen

[43], hydrogels [44,45], chitin/chitosan [46], silk [47], zirconia [48],

carbon-based materials [49],c and numerous porous materials [31].

It could be suggested that any material with reasonable mechanical

and structural stability at a room–condition environment has most

likely already been tested for a bio-application.

bPlatinum is an excellent catalyst in chemistry. It is not used so much in ad-

sorption studies since it is one of the most expensive substances on earth.
cHydrogen adsorption/absorption is particularly of interest in potential

hydrogen-cell applications [50,51].
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2.2.3 Proteins?

The question is what does protein adsorption really tell us? It has

been widely studied, so how does it differ from cell–adhesion tests?

The initial inflammatory response of the human body originates

from the actual blood and thus the first plasma molecules, such

as proteins determine the initial cell response [52,53]. Anderson et

al. ([53], 2005) aptly noted when protein adsorption was mentioned

in the implant context.

“... it is highly probable that the types, levels, and

surface conformations of the adsorbed proteins are

critical determinants of the tissue reaction to such

implants.”

The exact causality of protein adsorption is still unknown and

very much unique from surface to surface, so there is no direct an-

swer to the questions above. Still, there is no doubt that protein and

other particles are of interest when evaluating potential biomateri-

als even if single protein adhesion wouldn’t directly tell if material

is biocompatible.

2.3 INTERATOMIC FORCES

In section 2.1 we already stated that atomic level discussion is not in

the aim of this work. However, few words must be said about them

before we continue. Adsorption, as a phenomenon, is all about

interatomic (between atoms) and intermolecular (between molecules)

forces. With large molecules, such as proteins, intramolecular (within

molecule) forces can even dictate their natural complex structure,

and with that, their natural functionality.

2.3.1 Force between charges

Coulombian forces (electric charge) are very important or even fun-

damental factor in particle behavior. Electrochemistry and elec-

trokinetics is major field of study targeting both inorganic and or-

ganic particles. More importantly, charge transfer within atoms as
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well as existing ions play important role in all liquid environments.

The direct Coulomb’s force attracting point charges Q1 and Q2 is

[54]

F12 =
Q1Q2

4πǫ0r2
r12, (2.1)

where ǫ0 is the permittivity of a vacuum (8.854 · 10−12 F/m), r the

distance between the particles, and r12 the resulting vector between

the charges.

We will now make a clear separation. An external field can be

used to manipulate particles and analyze the kinetics of these par-

ticles. However, in a real environment, such as biological, there

are generally no external fields. Thus, electrokinetics could be con-

sidered an analytical method for particle detection, separation, or

other analysis. The use of external fields is different from the pas-

sive environment, for example, of protein adsorption, which usu-

ally deal with induced dipoles and corresponding van der Waals

forces. While electrokinetics is useful in many analytical methods,

we do not consider it in this study.d Still, this fundamental force

is seen within all particles having a change, which understandably

effects adsorption if it is brought into play.

While Equation 2.1 is useful in some models, it is still quite

cumbersome for use at the atomic level. Also, atomic calculations

are separate from simple Coulombian force calculations. Further-

more, the Coulombian force can be rather difficult to use when, for

example, dipoles are discussed. When van der Waals forces come

into play with non–permanent and permanent dipole particles, the

calculation of the dispersion forces has to be done [55]. While this

is a completely different matter, it is shortly discussed in the next

section.

2.3.2 van der Waals

It could be bluntly stated, that interatomic forces define the adsorp-

tion phenomenon. These short–range forces are, namely, van der

dFor further information on the electrokinetics, see Morgan and Green, “AC

Electrokinetics: colloids and nanoparticles” [54].
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Waals forces. The forces are divided to Keesom, Debye, and Lon-

don dispersion forces, which contribute to dipole–dipole, dipole–

induced–dipole, and induced–dipole–induced–dipole interactions

correspondingly. Forces between permanent dipoles might follow

nicely a theory similar to Coulombian force, but with induced dipoles,

the challenge of analysis lies in temporal dynamical nature of the

created dipoles.

The list of intermediate factors in adsorption, that we will cre-

ate in section 2.5.2, could perhaps be directly explained by the van

der Waals forces. However, the exact solving of those forces for a

complicated liquid environment with interparticle forces would be

too much even for modern computers.

Keesom and Debye forces

Keesom and Debye forces are the easier van der Waals forces to

understand. If a permanent dipole charge is introduced to a vicinity

of another permanent dipole or charge-neutral entity, there will be

attraction force between these two entities. This is rather important

especially with salt solutions, which are filled with different ions

and dipoles.

London dispersion force

London dispersion force counts for many natural phenomena, that

cannot be explained with permanent dipoles. If there wouldn’t be a

force such London–dispersion force, many ideal materials, such as

the noble gases in liquid form, wouldn’t be held together, as there

are no charge–attraction between the atoms. London–dispersion

force is created from the coupling of electron through permuta-

tions. This is schematically drawn in Figure 2.1. London dispersion

force could be thought as electron–orbital imperfection inside sin-

gle atom, or as a coupling of atom–atom electron orbitals, because

those are, in this case, the same.
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Figure 2.1: Schematic representation of ideological concept behind London

dispersion force. Presented four non–correlated atoms with 50 random

electron positions (dots) around an atom center (red cross). The temporal

positions of electrons constantly recreate the effective charge center (red

circle) which differs from the atom center. This effectively creates a dipole,

even within a single atom, with dipole charges δ+ and δ−. This very small

imperfection will then further couple to surrounding atoms, creating the

London–attraction forces.

2.3.3 Evaluation of the forces

We will now shortly discuss how these forces can be approached. In

general, all van der Waals forces are short–range forces with 1/r6

relation to distance [56]. The Keesom–contribution is somewhat

directly related to the dipole charges of two interacting entities.

However, with Debye and London dispersion forces, polarizability

term is added to the equations. Understandably this polarizability

describes how strongly any atomic entity resists an external field.

Hamaker originally introduced ([57]) a method of calculating a sin-

gle energy value between materials, indicating attraction forces, and
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these calculations have been studied ever since that, producing sev-

eral approximations, and further improvements [55,56,58,59].

However, from a photonic point of view, the polarizability of

these evaluated entities (molecules or atoms) can also be expressed

with material permittivity [55,56,58,59]. Ideally, when material en-

ergy spectrums, or “density of states”, are fully known, a Hamaker

constant between these materials can be calculated [58]. There

are also approximations, which don’t need the full energy spec-

trum. However, this kind of fundamental theory, calculations, and

approximations should be a separate study. Thus, they are dis-

missed from this study. Also, the exact Hamaker calculations be-

come near impossible, when dynamic states of material are dis-

cussed. Then, the question is, what are the energy states of a big

buffer-liquid-dissolved organic molecule, that could be reliably used in the

evaluation of interatomic forces? Understandably, this question is not

part of this study, but we note the challenge in potential calculations

as complex molecules change over time.

2.3.4 Atomic Force Microscopy

When discussing interatomic forces we cannot ignore atomic force

microscope (AFM). The principle of AFM is to move a small and

sharp tip near a sample surface. This tip is attached to a cantilever,

and the movement of this cantilever is usually evaluated with mea-

suring changes in laser beam reflected from the cantilever.e Other

methods, such as piezo–electric, are also used to detect the can-

tilever position. The actual movement in the scanning of the tip in

three dimensions is done with piezo–elements.

The importance of AFM is in the accuracy of it. Forces as small

as 10-18 Newtons [60] towards the cantilever can be detected; in

air and also in liquid environment. Furthermore, the tip can be

charged with electrically which makes it possible to detect charge

transfer between the tip and a sample. Different organic films have

eOriginally, in [60], the cantilever position was evaluated with scanning tunnel-

ing microscope.

16 Dissertations in Forestry and Natural Sciences No 180



Adsorption fundamentals and photonic research

been successfully measured with AFM for a long time [61], but

more importantly, because of the liquid environment possibilities,

AFM has been even used to evaluate the water–surface association

[62], which would be extremely valuable in all adsorption stud-

ies. However, this is again one thing that cannot be covered in this

study as the theory as well as the execution of an AFM force mea-

surements would be a whole new ordeal for any study. For more

extensive outlook on the fundamentals of AFM, please see, for ex-

ample, the reviews [56,58,63–65].

2.3.5 Impact on adsorption

The adsorption is defined by the interatomic forces. So there is no

question, that they wouldn’t have impact on adsorption. Question

is; how much of the interactomic forces one can reveal or evaluate in an

individual study? The numerical approach is still rather big for any-

one to handle. Calculations of atomic level systems are emerging

[66,67], but extensive temporal and large molecule calculations in a

liquid environment, are still just too much for any device to han-

dle. Even few hundred picoseconds of calculation, in more defined

environment, is both tedious and could be considered a long time

[68]. So, there is much work to cover to model these slower diffu-

sion and adsorption phenomena in complex liquid environments.

This all said, we will try to approach the adsorption phenomenon

with more intermediate effects, such as listed in section 2.5 below.

However, the key point here is to realize, that all adsorption re-

lated phenomena and the intermediate effects emerge from the in-

teratomic forces. For more on the van der Waals forces see, for

example, the works of French ([55], 2000) and Butt et al. ([56], 2005)

as well as the references therein.

2.4 LIQUID MEDIA

Liquid is a very broad word and the author also takes the knowing

risk of using it here. Some things could change with deviations
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from the obvious water, but only some as the phase would be liquid.

Furthermore, many things could be similar even if a radical change

in the liquid phase were to occur. Still, this depends highly on the

actual media used and how it is evaluated, if at all.

Because the main focus here is on the liquids of the human body

and biomaterials, water and human blood become the main subject

of our interest. Water is still the general solute in the human body,

and with that, a major part of blood. Moreover, blood is always

there if outside materials, such as implants, are introduced to the

human body. Incidentally, since blood consists of proteins, the ad-

sorption of proteins is generally connected to the biocompatibility

of the material [69].

Different ambient media, such as liquids, have been success-

fully used also in ellipsometry to provide increased accuracy in-

stead of using different incident angles [70]. Also, different ad-

sorption isotherms have been evaluated for simple liquids using

ellipsometry [71]. But without going into photonic research more

deeply, what is the impact of the surrounding media to particle ad-

sorption? There is no direct answer to this as complex chemical

processes could be involved near adsorbent depending of the liq-

uid media. Still, no doubt that any free ions would have an effect

if put in this said media, if not through chemical effects, at least in

photonics perspective.

The solute for the particles in this study is a phosphate buffered

saline (PBS) which is a commonly used buffer in protein studies [7,

72–97]. Exact fractions of the materials of this solution are described

later in section 4.2.2, but it is important to note that the solute is

not pure water. PBS contains many free ions compared to pure

water. It is also closer to the real human body environment, which

is understandably an important factor. Because of this reasoning,

the background research for this work tries to exclude these pure

water solute studies. The author wants to make clear that though

water is a very important part of the protein adsorption, it should

not be a pure solute for the proteins since it is too far from the real

body environment.
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The effect of ions in a solution is never a trivial task to solve.

Even salt diffusion can be considered a high level research [98] and

different salt sorption is very important, for example, in earth soil

functions [99]. But if the salt ions can travel freely in a certain vol-

ume of a liquid media and the aim is studying, for example, a pro-

tein adsorption, through van der Waals forces, the salt ions must ef-

fect water–surface, surface–particle, and particle–water forces. And

despite the fact that these ions could be considered helping or ob-

structing the adsorption, there is no universal solution for the ion

effect and studies remain very setup specific [100]. The whole topic

of salt is rather quietly dismissed in photonic studies even if it

might be very important factor. While it would be interesting and

even fundamental topic to cover, the sheer amount of background

to start the discussion is immense, and thus, the evaluation of the

effect of the infused salts is left out from this study.

2.4.1 Hydration forces

In connection to van der Waals forces, the liquid environment, and

even the interactions of a simple water molecule is a complex dis-

cussion. Even the definition of an interface is not trivial task, be-

cause the interface could be thought as Laplace or Poisson interface.

A Laplace–type interface has only two materials and the interface is

a binary step, while on the other hand, a Poisson–type interface has

a transition stage between the said materials [101]. However, now

we will discuss, through illustrations, just the hypothetical behavior

of water molecules near interface.

Water has a natural dipole charge and associates with itself

through hydrogen bonds. Figure 2.2 shows, according to [101], a

schematic representation of so called primary hydration force. Fig-

ure 2.2 shows schematically, different strengths of interaction of wa-

ter very close to an interface. It is clear from the figure, that if we

are discussing photonic detection of layers only a few nanometer

thick, these fundamental interaction forces could have a huge effect

on the measured signals. But we will conclude from Figure 2.2,
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that essentially, the hydration force seems to be just the complex

interaction between the water molecules, which is a phenomenon

that could have an effect even on the photonic signal. Also, this

could affect the depth density of water near an adsorbent, which

definitely would change photonic signal analyses.

(a) (b) (c)

Figure 2.2: Schematic representation of primary hydration force. Show-

ing water molecules and adsorbent (dark gray). The adsorbent effect on

the polar water molecules increases from low to high from a) to c) as the

organization of the molecules increases.

So, despite of the actual reasons for water self–association, such

as interface or surface tension, water–molecule and water–material

interactions could have defining effect to any particle adsorption.

Figure 2.2 showed so called primary hydration force, but when

other entities are mixed to the water media, we would have several

primary hydration forces. This overlapping of primary hydration

forces could be called “secondary hydration force” as they effect

each other [101]. Figure 2.3a shows an illustration of possible sec-

ondary hydration force.

The primary hydration force applies to all entities in water medi-

um, and much like in Figure 2.3a these interatomic forces can cre-
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(a) (b)

Figure 2.3: Schematic representation of a) secondary hydration force de-

riving from particles that also have association with water and which fur-

ther affects the primary hydration force. Also shown b) a very strong

water association that could be possible with very strong external field on

the interface.

ate situations where particles, water, and the material (adsorbent),

all form a complex dynamic system. An external field, such as

pure electric potential, or other strong electromagnetic field could

also generate dramatic addition to the gentle collection of variables,

such as the hypothetical illustration of Figure 2.3b displays. So, all

in all, it is not said that a single photon, or a consequent number of

photons couldn’t affect this delicate system. Despite the continuous

“non-contact” claims.

Another thing to consider inside liquid media, related to orga-

nization of molecules and particles, is the charge density. When

observing both external field, charges, and dipoles, in the liquid

media near an interface, it is more than possible, that by time the

charge density can change near any interface. This can affect the

adsorption or be caused by adsorption. After all, there is an abun-

dance of ions in the commonly used salt media.
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Furthermore, hydrophobic force or hydrophobic effect, are said to be

created between organic non-polar molecules in water, which can

be nearly ten times stronger than the van der Waals forces, and

which create strong aggregation as well as segregation of entities in

water solution [102,103].

We can conclude, that the water could have interesting associ-

ation forces to itself, and with any particles in the water medium,

and that there is much work to cover in interfacial research [101].

However, it is curious that questions, for example, about interfa-

cial phenomenon of water association are rarely seen in photonic

studies, while the rest of the scientific community might struggle

in characterizing fundamental reasons behind these sophisticated

phenomena. It could be speculated that this is at least partially due

to the discussion of intermediate phenomena instead of the actual

interatomic forces. Even if the intermediate forces are just a man-

ifestation of interatomic forces, there might be something missing

when moving to intermediate phenomena. But what are these in-

termediate effects we often see? We will consider them next.

2.5 VARIABLES IN ADSORPTION

The purpose of this section is to provide discussion of intermedi-

ate effects that derive from interatomic forces. While this might

seem odd approach, the reason to do this is that sometimes there

exists only these intermediate phenomenon as a discussion in a

single study. The authors might understand the actual fundamen-

tal atomic forces, or not. This is because usually these intermediate

effects are the ones that are concretely evaluated and measured.

For example, it is easy to place a water drop on a surface, mea-

sure the water–sample contact angle, and discuss that as a fun-

damental cause for any further observations, rather than discuss

the interatomic forces. While contact angle has an connection to

atomic forces, it should be used wisely. In this study we concen-

trate to photonics and rather hypocritically do exactly this minimal

discussion, for example, of the water contact angles, but it might
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not be the best approach in general, if the real adsorption as a phe-

nomenon is the aim of the study. Nevertheless, there are also some

more macroscopic intermediate effects, such as material porosity or

topography, which is a discussion itself and becomes necessary to

cover. Because of these reasons, this section was created.

2.5.1 Material porosity

In regard to terminology, a particle is considered to be adsorbed

when the particle is on the surface and absorbed when it is inside

the surface (see Figure 2.4). It should be understood that these are

very much different in the sense of a photonic measurement. If

the particle, protein or other substance, somehow becomes part of

a porous surface or even hides itself inside the material, photonic

methods would be rather redundant. This is the case at least for

adsorbents which are opaque in respect to the photon wavelength

used. Numerous experiments and explanations can be found re-

garding porous materials [31,104–115], but to simplify matters this

study mainly concentrates on particle adsorption.

Figure 2.4: Schematic image of the concept of transtion from an absorbed

particle (red) to an adsorbed particle (green).

While a porous material is generally challenging to deal with,

controlled porosity could help in creating different detector appli-

cations and facilitate photonic models. These are discussed more in

section 2.7. The main idea to keep in mind here is that porosity as

well as general topographical changes can be an unknown affecting

factor, helping, or both, in adsorption analyses. This is even more
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the case in photonics, where the photons can be blind to geomet-

rical changes if the geometry or porosity is not controlled. This is

strongly claimed, but depending on the methods a photon might

not be sensitive to the absorbed particles due to porosity.

2.5.2 Intermediate factors affecting adsorption

There might be further unknown factorfs in the protein adsorption

process, but below is a selected list of the most commonly seen

underlying phenomena that can be considered a large part of the

protein adsorption. The main effects discussed here are

• (Temperature)

• Solute

• Adsorbent wettability

• Adsorbent topography

• Particle source

• Particle size and weight

• Particle concentration

• Vroman effect

While this list might appear incomplete, the following subsections

provide many basic phenomena which might only be titled differ-

ently in the list above. We will consider each of the above items

individually in the following subsections. One of these items is,

however, in brackets.

Temperature is significant factor affecting adsorption of all kinds.

In general, it could be one of the most fundamental properties of

physics, chemistry, and physical chemistry. With this in mind, a

whole new dimension would be added to this study by including

temperature in all the different parts of it. However, this is not done.

The author recognizes that temperature affects the adsorption rate
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(as well as wetting [116]), adsorption amount [71,117], is a catalyst

in chemical reactions [118], and affects different material properties

such as photonic response [119]. This is just to mention a few broad

segments. It is easy to understand that if temperature changes, the

fundamental energy state of all involved materials changes which

could again affect everything. Thus, in this study the measurements

are done in at room temperature and static temperature properties

are assumed.

Solute, pH, and ions

As mentioned above, water is the fundamental solution in this

study. But the human body and the complexity, for example, of

blood is far more diverse than that of mere water. All ion and elec-

tron exchange capabilities of the electrolyte, which is the medium

for the protein, affect surface-liquid interactions, and therefore ad-

sorption [120]. Thus, the common biologically used phosphate

buffered saline (PBS) is used for the protein buffer solution in this

study to mimic the natural environment of the human body [82,92,

95,97]. It is understandable to argue that the PBS solution is not the

same as that involved with blood and implants, but the important

thing is that it is at least closer to the actual situation than pure

water, which removes the ionic environment altogether.

Still, the solute plays the biggest role in the mixture. It is the

medium in which the studied particles travel. The solute could

also directly react with the surface, producing a completely new

interface [121].

The acidity of any particle is the electron receiving and donat-

ing ability of that particle. In a mixture the acidity is defined as

a result of the mixture’s properties. This is usually measured as

the pH value, which measures the acidity which is the proton (or

hydrogen ion H+) receiving and donating ability. Here we are not

so interested in the exact details of the pH, but just in understand-

ing it as an important property of the material, even more as the

reactivity of that material. Thus, changing the pH changes the ion-
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ization abilities of the material or particle. This naturally affects the

adsorption abilities because the chemical as well as the enhanced

charge–coupling aspect of the particles and solution are presented.

Studies show that the adsorption rate can be altered by chang-

ing the pH (more acidic solution) [117,122]. It was already noted by

Irwin Langmuir in 1939 that the exact effect of pH can be protein–

specific [5]. This makes it possible to create protein–specific curves

which show adsorption rates or adsorption amounts as the func-

tion of pH [123]. A more recent study by Imamura et al. ([124],

2008) actually shows the effect of pH on the adsorption of nearly 20

proteins on titanium.

pH is also important if the adsorption procedures are observed

with different temporal methods such as adjusting pre-adsorption

times [125].f However, ions and pH can often go hand in hand. If

the solution and solute are very pH neutral in regard of each other

and the surface, the effect of the existing chemical ions are mini-

mized. While this might be useful in some analyses, the effect and

adjustment of the pH can prove more useful in adsorption stud-

ies. It is also the reason why all studies should be clear about their

solution pH.

Finally, we should clarify some of the terminology. Some of the

protein terminology and active groups are explained in Appendix

A. The chemistry, such as pH, is again not the main interest of this

study, but this appendix entry should indicate general and helpful

information about protein terminology.

Adsorbent wettability

Surface and water interactions have probably always been studied

in the history of mankind. The source of current water wettability

and surface tension research could, however be the work of Young

([127], 1805). Essentially Young discusses vector tensions as well as

force and the counter forces. In water droplet test, the key place

fPreadsorption has been used to modify a sample surface to change the further

adsorption behavior [126].
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is the connection point of all of the phases and the corresponding

tension of each phase pair; Liquid–gas (LG), solid–liquid (SL), and

solid–gas (SG). Much like the schematic representation of Figure

2.5. In equilibrium state, the tensions should sum zero [128] with

γSG = cos(θC)γLG + γSL, (2.2)

where θC is the water contact angle, the primal direction is along the

surface, and the vectors are thus only presented with a numerical

expression.

θ
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γ
LG

γ
SL

γ
SG

θ
C2

γ
LG

γ
SL

γ
SG

Figure 2.5: Schematic illustration of two water droplets on a sample sur-

face showing tensions γSG, γLG, and γSL. Angles θC1 = 60◦ show a

hydrophilic and θC2 = 120◦ show a hydrophobic type contact angle.

While it is useful that this tensiometric measure is still in use, it

is rather ambiguous why the measure of the hydrophilic (welcomes

water) and hydrophobic (repulses water) surfaces is classified as be-

ing separated at specific angle. While the case of θC = 90◦ creates a

balance situation of the three phases, there is a strong case through

actual studies towards a limit of θC = 65◦ as the division between

hydrophililcity and phobicity [129,130]. This so–called Berg limit

[129] comes from a study where the surface tensions of a control-

lable polarity liquid and the surfaces were observed. The whole

question breaks down into chemical Lewis acid and base associa-

tion, hydrophobic forces, or to long distance dispersion forces (van

der Waals). Hydrophobic forces still exist with θC = 90◦, while the
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θC = 65◦ is the point where those forces disappear [129]. So per-

haps θC = 65◦ should be the limit between hydrophilic and phobic

surfaces (60◦ in [131]). It is generally simple to literally draw lines

on water but we do not want to decide either way.

But the chemical processes, dispersion forces, liquid self assem-

bly and the whole interfacial 3D structure of the liquid interface

is far from just a measure of contact angle. With this, perhaps in

the case of adsorption, the absolute contact angle values should be

used cautiously as the reality might be different.

This all leads to the point where the contact angle becomes only

a guideline and the related parameter to water-surface interactions.

This does not directly explain everything and it still might not be

established well enough from application to application. Still, it is

a good place to start, as is the case in this study. In this study we

simply discuss water wettability as parameter of particle access to

the surface. Because of this approach we will be use the hydropho-

bic and hydrophilic very loosely because of the complexity of the

situation. For example, Figure 5.1 shows a schematic image of two

droplets on a surface. One droplet shows a hydrophilic and the

other a hydrophobic type of contact angle.

Organic particles such as proteins have been said to carry a wa-

ter envelope which can easily have the same weight as the protein

itself [3]. So it is not possible to ignore the water surface inter-

actions. Figure 2.6 shows the scale of a one nanometer diameter

sphere adjacent to a titanium surface while being inside water. Wa-

ter is rather thick when visualized in this way, and all material near

any surface must therefore replace the corresponding volume of

water. If the water is tightly bound near the surface, adsorption

will certainly not occur.

Similarly, if we extent the scale comparison to proteins, Figure

2.7 shows the same one nanometer sphere adjacent to a small pro-

tein of human serum albumin (HSA) [132,133]. It is very easy to

note from Figures 2.6 and 2.7 the massive amount of water shifting

that must occur with HSA, to say nothing of larger atoms, as seen in

Appendix B, which shows both proteins used in this study, human
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Figure 2.6: Schematic illustration of the atomic scale of a one nanometer

sphere adjacent to a surface (gray). Water molecules are also presented.

Red is a oxygen atom and white a hydrogen atom.

plasma fibrinogen (HPF) and HSA, for further size comparison.g

We discuss the phenomenon on a quite macroscopic scale. Very

detailed description of water behavior can be found in several sources

[85,128,130,136–140], which describe in more detail even the atomic

level of water adsorption on surfaces. Interestingly, even water ad-

sorption on surfaces is under study and provides new informa-

tion, despite the mere three–atom structure of the water molecules

[141–143].

To reiterate, we will not discuss the atomic level of the water

molecule, only the concept of a water molecule near a surface. We

should note that any particle traveling in water must constantly

move water to propagate, and if the surface keeps the water tightly

gFigure 2.7 and Appendix B both show atom sizes as estimated van der Waals

radii according to [134] and [135]. For example, hydrogen has selected van der

Waals diameter of 0.24 nm and carbon 0.34 nm.
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Figure 2.7: Crystal structure of HSA [132] and a 1 nm diameter sphere.

Atoms in the proteins are carbon (gray), nitrogen (blue), oxygen (red), and

sulfur (yellow).

near it, adsorption is not energetically plausible. A more accurate

description of water interactions can be found in one of Vogler’s

review [130]. Reviews by Hodgson and Haq ( [117], 2008) and Bonn

et al. ( [140], 2009) should also be noted as a good starting point for

wetting studies.

Particle source

Proteins from blood differ from other proteins such as environmen-

tal proteins. This limits the protein behavior analysis to only the

particular protein being observed. While it might be cheaper to

buy the protein that has a source, for example from a rabbit, there

can be no extrapolation from this protein to the ones in the human

body [7]. It is true that we could determine how much protein is

adsorbed, but the proteins should be compared to real human pro-
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teins for correct analyses. Similarly, with any particle, a correct type

of particle should be used and the source related variables evalu-

ated.

Adsorbent topography

While topography and wetting are connected to each other strongly

[138], topography itself should be mentioned as an influential part

of adsorption. Studies indicate that topography affects adsorption

and even biocompatibility [138,144–148], and that it could be even

considered as a method for controlled adsorption [149,150].

One clear terminological factor must be mentioned. Here we

consider the more geological term topography in the microscopic

scale of a sample surface. Topography is a general 3D environment

of a surface; that is, any height change function of a plane. While

the roughness of a surface is commonly used as a term to describe

a surface, roughness is considered to be more or less a calculated

value from a topography. Or at least it should be considered as one

because roughness values generally describe a random variation.

The average surface roughness Ra is calculated [151]

Ra =
1

N

N

∑
i=1

|zi| , (2.3)

where zi is the height of the profile in location i.

Equation 2.3 indicates that roughness is a good measure if to-

pographical surface deviations are random and systematic. If the

roughness is periodical, this parameter fails more or less to de-

scribe the surface. It is easy to see from Equation 2.3 that several

very much different surfaces could be generated while maintaining

fixed value for Ra.

Because of these reasons, we will not recognize general rough-

ness parameters like Ra as a good general measure of a surface. To-

day the actual evaluation of a surface is easy, for example, with an

atomic force microscope (AFM), and this should be the basic–level

study of any surface. Topography is important but the descrip-
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tive parameters should be carefully selected and discussed. Despite

this, we will use roughness to describe the “random height devia-

tion of the surface” while maintaining the term “topography” as

the more general structure of a surface.

As mentioned above, topography effects the adsorption process.

Still, the generated surfaces in studies are usually simple. For ex-

ample, periodic gratings. If the topography of the surface becomes

more complicated as with the case of laser ablation [150], the analy-

sis of the result also become more complicated. Thus, one can usu-

ally only use a simple periodic structure to control of the surface

topography. This facilitate the analyses and models while main-

taining control over the surface.

Particle shape and packing

Particle shape is one parameter which is essentially connected to

the topographical aspect of particle adsorption. While topography

presents the initial structure that any approaching particle encoun-

ters, particle shape and size are the other factors of this initial inter-

action. Packing abilities closely follow particle shape as the surface

attracts more particles to it.

Furthermore, organic particles like the previously discussed pro-

tein are actually influenced even more by shape as the surface in-

duces conformation changes to these complex structures. Figure

2.8 shows the general principle of this kind of spatial reach and

shape–related packing. This principle is geometrical and was al-

ready presented decades ago [3,8]. However, it is easy to under-

stand, that particle shape and size could have dramatic effect on

the adsorption. As can be understood from Figure 2.8, different

surface topographies and particle size distribution might define the

final form and packing in the adsorption. Especially, if adsorbing

particles have size distribution.

The packing of particles has been studied for a long time but,

as mentioned, the long chains of peptides, as proteins, provide an

challenge even in controlled environments. To actually state what
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r1

2r

Figure 2.8: Two–dimensional representation of atom or molecule packing.

Entities with radii r1 (blue) and r2 (red) near surface (gray). Blue and red

lines represent the corresponding nearest packing distance.

accurately occurs during protein packing on complex surfaces is,

to this date, more or less a guessing game. Controlled surfaces,

however could provide a good way to start studying the packing

and adsorption phenomenon.

The actual interpretation of adsorption has been done in 2D over

the time [152]. The problem is that many studies deal with adsorp-

tion as a surface area model. Countless papers exist resulting in

the adsorption of mass per surface area. While this might be really

what we are seeking, it does not discuss the actual interfacial three–

dimensional (3D) environments. Parhi et al. ( [152], 2009) describes

this as a “2D paradigm” because the real environment is three di-

mensional. Three–dimensional observation is not new, but has just

not been adapted in the history of adsorption studies because it

provides a challenging new dimension to analyze [152]. Generally,

the packing is assumed to be perfect, but usually “a volumetric

packing factor” is later used to estimate the packing efficiency of

the adsorbed particles [153,154]. It could be argued if the “pack-

ing” in several cases, is just a manifestation of the available sites on
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the adsorbent or other surface type properties.

Particle weight and size

After water and surface, the next influential variable is naturally

the protein itself. The weight of a protein is usually measured in

kilo daltons (kDa ≈ 1.66 · 10−24 kg). Some studied proteins and

corresponding weights are listed in Table 2.1.

The weight itself affects the protein diffusion rate and general

activity. It is clear that in a solution very small molecules are slower

to diffuse among the water and other molecules, because of the

interatomic forces. It has been shown that weight could be directly

proportional to the adsorbed amounts [165–167].

Although the size of the protein is relatively small, the protein to

protein differences are quite easy to understand, not only from the

specifications in Table 2.1, but also from Appendix B, which shows

the relative size of the proteins HSA [132], HPF [155] and spherical

particles (see Figure B.1 on page 186). This can be thought as the

exact reason mass per volume is used in adsorption rather than the

number of proteins in volume [166].

Still, it has already been shown that increasing molecule weight

increases the theoretical adsorption amount maximum in a loga-

rithmic fashion [168]. At the same time, the molar maximum of the

adsorbed amount decreases with increasing protein mass.

Protein concentration

The number of individual proteins detected in human blood is

in thousands and more could be found with constantly improved

methods [169]. This is a another factor which brings perspective

into play. Usually the studies conducted in this field of adsorp-

tion are performed with single protein solutions to understand the

fundamental process (see section 2.7 for more). However, this does

not include the overwhelming number of different proteins and the

concept of competitive adsorption. While competitive adsorption is
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Table 2.1: Unit cell (a × b × c) information of a few common protein

crystals as well as a few related studies on those particular proteins and

adsorption or kinetics. The visually approximated physical dimensions of

the protein shapes (x × y × z) and the relative volume of protein compared

to Human Plasma Fibrinogen are also presented. Protein mass in is atomic

units.
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a [nm] 13.52 5.97 5.62

b [nm] 9.49 9.70 6.10

c [nm] 30.08 5.97 3.32

x [nm] 5 10 -

y [nm] 5 10 -

z [nm] 50 10 -

1000·VolumeX
VolumeHPF

1000.0 89.6 29.5

Mass [kDa] 341 [152] 66 [152] 14.8

Source [155] [132] [156]

Studies [77,125,157] [77,158–162] [72,163,164]

studied, it usually is between two clearly different proteins. There-

fore, it hardly approaches the thousands of competing proteins.
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The abundance of proteins is an influential parameter. Concen-

tration directly defines the amount of protein per volume unit. The

concentration of the molecule not only defines the adsorption abil-

ity of the surface, but also defines the saturation of the adsorption

saturation for each used protein. This is a very important factor and

concentration–wise measurements are always good. The concentra-

tion also reveals important factors in the method and equipment

used. Because the concentration has a known saturation curve, it

reveals erroneous procedures and directly gives estimates on the

equipment reliability. [7,91,170,171]

An isotherm is the usual way to observe adsorption amount as

the function of gas pressure [4] or particle concentration near the

interface. There are numerous, perhaps even sub-optimal, approxi-

mations for different adsorption models [152].

One important method involving concentration is the depletion

method. In this method the solution that is in contact with the sur-

face is evaluated for particle concentration. It is common to eval-

uate the concentration at certain time intervals by taking some of

the physical solution [137,172–174]. While it might sound tedious,

it is very accurate in determining the absolute loss of particles in

the solution. This method assumes that the solution concentration

is homogenic throughout the solute.

Protein folding

As protein works as a biological reactant, the folding of the protein

is an important part of its natural behavior. While some studies

are interested more in the denaturation of the protein, it is still of

general interest to recognize these procedures to fully understand

the behavior of proteins [2,3,175].

The exact general effect in adsorption is rather unknown as the

surface possibly induces a unnatural denaturation (folding) of the

protein on adsorption. It has been suggested that folding actually

affects the packing of the protein on adsorption [176]. Protein fold-

ing, however could be said to be part of protein packing, and thus
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was excluded from the list above. While protein folding is impor-

tant for protein functions, it could be said that strongly adsorbed

proteins do not in any case behave naturally, so the observed effect

would indeed be the protein packing on the surface.

Vroman effect

The Vroman effect [177] is thought to be a different adsorption-

displacement type of adsorption where different particles interact

with one another essentially creating adsorption competition [166].

It could be argued to be part of interatomic forces, but here we just

acknowledge this as a one mentioned intermediate phenomenon

from literature [166,177].

Time

While time is excluded from the list above, it has effect on adsorp-

tion. It would, however be redundant to include time as a param-

eter in adsorption, because it is the principle parameter through

which adsorption is observed. Usually there are other phenomena

which are more influential factors. We could, for example, state

that interatomic attraction strength defines an adsorption, but this

attraction can be only observed in a time–wise measurement. Be-

cause the adsorption isn’t a time–independent phenomenon, noth-

ing can be observed without it. For this study we note, that time is

just an observation medium.

2.5.3 Reversibility of adsorption

The reversibility of adsorption (desorption) is very difficult but a

very real factor in adsorption. It is also related to protein packing,

but is usually discussed separately from packing.

It was shown decades ago that under pressure proteins can have

both reversible and irreversible forms of packing [5]. While it is true

that this was a mechanically created situation, it is always possible

to have atomic–level irreversible protein packing. This could further
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impede the desorption–readsorption process if it exists. This could

also indicate irreversibility of adsorption.

2.5.4 Isotherm and kinetics

This section will follow the general mathematical kinetic notation

of Table 2.2. This section (2.5.4) will also observe the general model

excellently presented in [178], which combines the two most com-

monly used models into one theoretical presentation.

Table 2.2: Notations used in this section for an adsorption kinetic descrip-

tion.

M Layer count

aj Adsorption rate constant for layer j (mg/l)

bj Desorption rate constant for layer j (mg/l)

Hj Heat adsorption rate for layer j (J/mol)

HM Heat adsorption rate for upper layer (J/mol)

Kj Equilibrium constant for layer j (l/mg)

KM Equilibrium constant for upper layer (l/mg)

q Amount of particle adsorbed on adsorbent (mg/g)

qm Amount of particle adsorbed on adsorbent in a full

monolayer case (mg/g)

Ceq Equilibrium liquid phase concentration (mg/l)

T Temperature (K)

The general approach

We will actually follow adsorption as a multilayer model in which

each layer has a different adsorption rate and specific parameters,

as presented in Table 2.2. Using j layers, the properties of an ad-

sorption (aj) and a desorption (bj) rate as well as a heat adsorption

rate (Hj), we can write the equilibrium constant for adsorption Kj

as [178]
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Kj =
aj

bj
e

Hj
RT . (2.4)

According to [178], for M layers, an adsorption amount q can lead

to

q = qm

K1Ceq

[

1 − (M + 1)
(

KMCeq

)M
+ M

(

KMCeq

)M+1
]

(

1 − KMCeq

)

[

1 +
(

K1
KM

− 1
)

KMCeq −
K1
KM

(

KMCeq

)M+1
] .

(2.5)

Langmuir kinetics

The beauty of the multilayer approximation of Equation 2.5 is that

it also predicts a Langmuir model for an adsorption. As early as the

beginning of 1900s Irwin Langmuir presented a method to observe

the surface adsorption coverage of a gas on a surface [4]. While

this presentation is for gases, it has been adapted over the course of

adsorption studies and still remains the standard and can be safely

included in an adsorption study.

A Langmuir-type isotherm describes the surface coverage q to

be

q = qm
K1Ceq

1 + K1Ceq
=

Ceq
a1
b1

e
H1
RT

1 + Ceq
a1
b1

e
H1
RT

, (2.6)

when M = 1 in Equation 2.5. That is, a Langmuir-type adsorption

is a single layer adsorption model [4,178].

Let us observe an actual isotherm. Table 2.3 lists a few model

values for the used kinetics observations. In these calculations the

concentration is C and the corresponding Ceq is divided by the max-

imum values of C. That is, Ceq always has values from zero to one.

Figure 2.9 shows the Langmuir kinetics of a model where a1

changes through certain values. Other values are as presented in

Table 2.3. The Langmuir isotherm could vary as the adsorption

rates change. Nevertheless, the behavior is a saturating function, as

in Figure 2.9.
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Table 2.3: Basis of the model values for the used kinetics model of equation

2.5.

Variable Value Unit

T 300 K

a1 1 mg/l

b1 0.1 mg/l

H1 1 J / mol

aM 1 mg/l

bM 0.1 mg/l

HM 1 J / mol

R 8.3144621 J / (mol·K)
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Figure 2.9: Langmuir model with variation in the a1 value.

BET kinetics

The so–called Brunauer, Emmett, and Teller (BET) adsorption isotherm

model is an another used in adsorption studies [179]. This is espe-
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cially the case with porous material evaluations where a pore fill-

ing might create more of a multilayer–style adsorption [180,181].

The BET model can be directly modeled from Equation 2.5 using

M = ∞. The result according to [178], using the Table 2.2 notation,

is

q = qm
K1Ceq

(

1 − KMCeq

) (

1 − KMCeq + K1Ceq

) . (2.7)

Figures 2.10 and 2.11 show a three layer (M = 3) and a M = ∞

type adsorption isotherm. Figure 2.10 is calculated with Equation

2.5 and Figure 2.11 with Equation 2.7.
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Figure 2.10: A BET kinetics modeled with aM variations and using M =

3 (Equation 2.5).

If in Figure 2.10 data were calculated with M = 10, there would

have been very little difference between the data. That is, a mul-

tilayer model with the stated numbers already showed an infinite

layer equal to only ten layers. Essentially, the BET model just pro-

vides a fit that consists of a several adsorption kinetics seeking to
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create one adsorption isotherm that fits most occasions.
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Figure 2.11: BET kinetics modeled with aM variations and using M = ∞

(Equation 2.7).

Other isotherm models could be listed, i.e. the linear and Fre-

undlich isotherms as well as random sequential adsorption [182],

which however, are purposely omitted. The Langmuir and BET can

be set defaults as they describe the phenomenon well enough.

It must be reminded that the purpose of all shown Figures 2.9,

2.10, and 2.11 is only to indicate the possibilities, because we al-

ready noted the scale of the concentration in these figures. There

are numerous different adsorption isotherms, depending on the

studied particles and environment. However, these possibilities are

something to keep in mind when adsorption data is interpreted

[183–185].
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2.5.5 Interfering

We need to clearly distinguish the methodology. Adsorption method-

ology can very simply be separated into two groups. One mea-

surement group interferes with the adsorption and other does not.

When we make this sharp separation it is somewhat subjective to

state the group to which a single study belongs. There are several

methods which seem to be “non–destructive” and “non–contact”

methods. However, these are only words if the process is not fully

understood. Furthermore, in photonics, it is rather redundant to

say that electromagnetic radiation is “non-contact” in the sense of

physical contact.

For instance, this study discusses the possibility of photons mea-

suring the adsorption phenomenon. Many might say, without any

further thinking, that this method is indeed a non–contact and a

non–destructive method. This might be the case, but we must as-

sume that the sensing photon beam does not disturb the adsorp-

tion process. Too intensive a beam or photons with too much en-

ergy would still interfere with the phenomenon. To say nothing of

the possibility of different photon activation of the surface [186].

Thus, the generalized wording, for example, of non-contact should

be used carefully and usually this assumption is only true only for

a particular measurement device. Therefore, this study does not

claim to be a study with a non-contact method.

More dramatic examples of interfering with measurements are,

for example, tagging and rinsing studies. Tagging is widely used

to detect adsorption with radioactive (usually 125I-labeling [77,187,

188]) indicators or just by using fluorescence [189]. Some key com-

ponents are attached to the proteins and are later evaluated. This is

useful, but there is no certainty that the indicators used would not

change the adsorption characteristics and kinetics. Proteins are sen-

sitive particles. The folding and unfolding of protein could deter-

mine the future behavior of the protein and even the intermediate

states if the folding is studied [160]. Thus, inducing these sensitive

factors with foreign connections and claiming, that it is a “natural”
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process observation, is always slightly questionable, even if it might

provides some results.

Rinsing could be listed as one of the most interfering methods in

protein studies, and is defined here as the dipping of samples into

solutions and then removing the sample from the solution; even

perhaps subsequently washing the sample. The sample is clearly

exposed to air before the dry–air evaluation of adsorption [170].

This raises serious questions about the method. What does expo-

sure to air really do to the surface adsorption? This is difficult to

answer as the dipping is usually rather open to the method used.

Exposure to air and particle solution could occur at any period of

time. Many different liquid solutions also involve vast amount of

possible reactions and outcomes and it is completely unjustified to

assume that the adsorption of the particles is so strong that the

sample dipping becomes a valid observation of the complex and

environmentally dependent particle adsorption phenomenon.

The mixing or flow [190] of the observed solution is problem-

atic in photonic observations. On one hand, we need to mix the

solution to keep the transmitting solution as homogenic as possi-

ble. On the other hand, mixing might remove naturally diffusing

particles or interfere with the phenomenon in other ways. As this

study employs mixing to provide better signals, it is at least one

reason for not mentioning non–contact measurement in a liquid

environment. It might be claimed that mixing does not influence

adsorption, but some constant mixing or flow is essential in pho-

tonic measurements since we do not want any unwanted refractive

index gradients involved with the observations.

Despite the great number of influential factors discussed, there

is another fundamental factor to consider: physical interaction in

the sample–protein interphase. One very clear idea here is, do we

involve it, or not. That is to say, does the measurement of protein

adsorption involve any physical alteration of the sample–protein

interphase? Paper [7] divides these research types into Group 1

and Group 2 accordingly. As previously mentioned the interphase

should be assumed to be a delicate system and any so-called multi-
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layer adsorption could be destroyed if strong forces such as rinsing

were involved. The same could be said regarding very strong mix-

ing or exposure to strong fluid currents in the observed solution.

2.5.6 Sample characterization

Previous sections 2.3 and 2.4 combined with the other discussion

above, all lead to the necessity of understanding the measured sur-

face. Here, again, we will not go into detailed description of dif-

ferent characterization methods. Instead, we will just acknowledge,

that with interatomic forces, it would be beneficial to know the crys-

tal composition and structure of adsorbent.

The most prominent methods are X-ray Photoelectron Spectroscopy

(XPS), different mass spectrometers, and X-ray Crystallography. The

XPS is used for systematic, repeatable, and quantitative material

analysis. Essentially in XPS the sample is radiated with X-rays

while analyzing the electrons which come off from the surface. Both

kinetic energy and the count of the electrons are recorded. Sim-

ilarly, mass spectrometers ionize material with electron-beam and

the ions, which are created, are ordered by mass-charge-ratios. The

equipment of XPS and mass spectrometers might be very different,

but both give invaluable information on the material state.

X-ray crystallography is slightly different approach, as it ana-

lyzes existing structures. Material in crystal form is radiated with

X-rays and the scattering of the X-rays is analyzed. The angular

data of the scattering provides information of the crystal lattice or-

der of the material.

All of these method are fundamental ones. They provide re-

peatable and exact information. For example, the refractive index

and permittivity of samples could provide comparable data, but it

cannot be generalized as permittivity is an intermediate measure of

the atomic properties.
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2.5.7 Conclusion

Table 2.4 lists a few interesting review–level papers associated with

this topic. We want to note the fact that some additional good

papers might exist as the research field is vast, but those presented

provide a sufficient introduction to the field of adsorption and to

titanium as a material.

Table 2.4: Review papers on the topic of adsorption offering greater detail.

subject Citation

Water adsorption and wetting of

metals

[116,140]

“The surface science of titanium” [191]

Photon-activity of titanium [186,192]

“Structure and reactivity of water

at biomaterial surfaces”

[130]

Volumetric adsorption [152,165–168,174,193,194]

We conclude that one must avoid oversimplifying the liquid en-

vironment, since there is a great deal of factors to consider. Further-

more, the exact state of a material becomes a big task to solve even

with a solid state measurements. The liquid environment further

obstructs the analyses as the state of any matter becomes dynamic.

Still, excessive adsorbent analysis would be a great help in solv-

ing the interatomic phenomena, but would still require atomic level

calculations for being useful.

It must be clearly stated, that the complex variables, that emerge

with the liquid state of matter are reality, but this study only scratches

the topic. We are discussing the methods and models of photonic

sensing of adsorption. All this complexity that could be happen-

ing near any adsorbent, is usually estimated to be “a monolayer

of homogenic material on the adsorbent.” This whole chapter is

constructed for discussion, and we already understand, that this

estimation, as a general model, is simply preposterous, and we will
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return to this below.

2.6 NANOPARTICLES

As mentioned above, the tools for characterization increase in ac-

curacy and become cheaper, so it is only natural that all nano-sized

things are targetted by research and applications. This section is

devoted to a brief discussion of the applications and creation of

nanoparticles. While the discussion here strongly calls the particles

as “nano”, the same or similar ideas could also be used regarding

micro–sized particles.

2.6.1 General

Small particles exist all around us. While they might seem like

synthetic human–made toxins, different fine particles keep nature

as well as our bodies functioning [195]. Many human body parts

such as proteins are essentially nanoparticles, but as they provide,

for example, the bodily functions, understandably any additional

foreign particles might obstruct or harm these functions.

Human–made parts are generally created with skin products,

aerosols and through the combustion engine [196,197]. While nanopar-

ticles are also natural in some way, their production is estimated to

dramatically increase and their effects are still generally unknown

[197]. Moreover, nanoparticles are used as catalysts in chemistry

[198], so their spread is rather extensive in industry.

The biggest positive interest of nanoparticle usage might be

their potential use as a delivery agent for medicine and general

cancer treatment [199–202]. They are also used in signal enhance-

ment, in general detection or separation, and in imaging fields

[203–207]. Even biodegradable versions are produced to provide

more “healthy” versions of the particles [208–210].

The materials of interest are usually gold [211,212], silver [213],

semiconductors [214], or carbon–based materials [215]. Other inor-

ganic composites are also constantly created and studied [216–220].
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The focus is on the size–dependent theory of material, as there are

interesting phenomena involved close to single–atom–sized parti-

cles [221,222]. For a good general reference, see the review of

Niemeyer ([223], 2001).

2.6.2 Synthesis

As previously mentioned, there is a substantial number of sources

for nanoparticles because all materials can basically be transformed

into nano–sized version. The same is the case with the synthe-

sis of the nanoparticles. Photon–induced [224], chemical synthe-

sis [217,218,225], lithography [226], laser ablation [211,214,224,227–

232], and even different microbes [233] have successfully been used

in nanoparticle synthesis. The only clear separation is whether

the particles are produced bottom–up or top–down [226,233]. In

bottom–up the nanoparticles are built up to their final size and in

top-down the material is broken down to the desired size [234].

While it matters to some degree what the creation method is,

the end result is still dominant and the interest is usually in mak-

ing cheaper, sustainable as well as repeatable methods instead of

actually thinking too much about the method. Thus, we will see

more methods developed over the years, but we speculate that one

of the most prominent methods might be that which produces bio-

degradable particles using biological sources,h as biological entities

creating bio–degradable particles could have immense potential as

a working pair. This, again, is understandably connected to human

body applications.

A second source–related discussion of course concerns the end

result, which varies from method to method and impacts on the

functionality of the particles. While some methods might provide

a very strict size distribution, some are very broad. However, the

application must decide which is best. As nanoparticle interactions

hFor the biological production of nanoparticles, Narayanan and Sakthivel

([233], 2010) have provided a good review of different possibilities using bacte-

ria and fungi–based nanoparticle synthesis. Despite the slowness of the method,

the process is still interesting.
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are still quite empiric, it might still be too early to determine if and

how the source affects the end application of the particles, or if it

even has any meaning.

2.6.3 Toxicology

While nanoparticles provide possibilities, they are somewhat feared

due to their effects on the human body. Many modern products in-

clude nano-sized particles and the overall effect has only started to

be examined. Prow et al. ([235], 2011) and the citations therein is a

good point of departure for further information on how human skin

accepts nanoparticles [236]. The study of Prow et al. concentrates

on human skin penetration and the uptake of nanoparticles. They

state that human skin generally could be considered a barrier to

the particles but it might store the particles and skin diseases might

affect skin–nanoparticle interactions. Furthermore, different con-

ditions such as ultra violet (UV) radiation exposure seem to have

some effect on skin penetration even in relatively short periods of

observation [237]. The effect of nanoparticle toxicity and the effect

of photon excitation has also been reported [238]. Increased skin

penetration also has been observed under mechanical stress of the

skin.

Another interesting finding about small particles is that skin

penetration might not be completely related to size. There might

be several sizes and material–related functions related to toxicology

[238]. Furthermore, some particles such as silver nanoparticles are

considered generally safe while having low skin penetration and

having antibacterial as well as anti-fungal properties [235].i It could

also be argued that since toxicity is not a simple matter [239] and the

effect of the nanoparticle is very unique per organism, this makes

the whole question of toxicity hard to determine [240].

Cell penetration is the next clear step in nanoparticle penetra-

tion following skin penetration. This is also commonly discussed

[241] and even contributing computer simulations start to emerge

iFor a comprehensive review on silver particles, see [213].
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about the penetration of nanoparticles [67]. But while even ambigu-

ous cell penetration might be common knowledge, the long–term

effects are still very much unknown. Studies by Moore ([242], 2006)

as well as Nowack and Bucheli ([195], 2007) have generated a large

discussion on different toxicity effects of nanoparticles and their

existence in the environment.

This study uses titanium nanoparticles created through laser ab-

lation. These particles can easily be listed as non-biodegradable and

potentially hazardous and safety gloves have been used in handling

them. All this is because TiO2 has been reported to be relatively safe

in bacterial studies [240], but also as a potential risk [243]. This in-

dicates that there is disagreement and this should raise awareness

in all researchers studying nano as well as microparticles.

2.6.4 Photonic interests

Nanoparticles are also interesting particles to study since they pro-

vide photonic signals. They are usually discussed in regard to Ra-

man [244,245], fluorescence [206,246], and as other potential signal

enhancing applications [204]. When the size of the nanoparticles

decrease to certain point, the particles also start to obey quantum

physical properties almost ideally. These particles are called quan-

tum dots.

While nanoparticles have intriguing photonic properties, this

study mainly ignores them since a whole new dimension to the

study would be needed. A good starting point in literature could,

for example, be the review of Willets and Duyne ([247], 2007),

which extensively discusses localized surface plasmon spectroscopy

(LSPS) as the enabler of surface–enhanced Raman scattering (SERS)

as well as other related basics of photonics [248,249]. For metal

particle plasmonics, see the review of Pelton et al. ([250], 2008).

2.6.5 Atomic models

Different atomic calculation models can in general be constructed

in material science. The atomic models generally solve the energy
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states of different systems through different Schrödinger–equation

estimations.

One note–worthy tool is the Grid Projector Augmented–Wave

(GPAW) [251], which uses a uniform real–space grid representa-

tion of electron wavefunctions. While there are increasing amounts

of open–source tools such as GPAW, the fundamental atomic ap-

proximations used are still being reviewed for errors, even for the

ground states of crystals [252]. Generally, the evaluated systems in

atomic level calculations contain only a few atoms [253], so there

is still long way to go for actual studies of volumetric atomic–level

adsorption of proteins.

2.6.6 Conclusion

While the toxicology of nano– and microparticles is still ongoing,

one thing is certain. Nano–sized particles are significant and show

great potential for applications [201,202,204,223,254,255] and should

be handled with care. While the aim is, perhaps, not to immediately

create the perfect passive drug delivery agent from these particles,

there is no need to avoid researching them in environments other

than the human body. Nanoparticles provide a solid material to

work with as model particles and provide an interesting mix with

all kinds of environments. We could claim that the true poten-

tial of nanoparticles has yet to be found. Similarly, the calculation

approach increases in potential as the level of calculation power

becomes capable of making real environments; simplified real en-

vironments, of course.

2.7 PHOTONIC METHODS

2.7.1 Method types

Generally, there are numerous combinations of photonic methods

and equipment involved in studies of adsorption detection, but here

we divide them into three categories.

1. Reflection (Ellipsometry)
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2. Total Internal Reflection (TIR)

3. Surface Plasmon Resonance (SPR)

These can be described by the interaction direction of a detecting

photon. Figure 2.12 shows the general principle of sensing in these

methods. It is obvious from this figure that the categorization done

here comes from the photon direction.

(a) (b) (c)

Figure 2.12: Schematic representation of the three main photonic studies

on adsorption with a) a plain reflection, b) a TIR, and c) a SPR setup.

Gray is glass or some other transparent material, blue is liquid, red is a

photon path, and yellow represents a sample material.

One of the most important things to note from Figure 2.12 is

the actual physical setup. Figure 2.12a shows the reflection setup

which detects particles on a surface. This makes it possible to study

any reflective surface. Figure 2.12b shows the schematic of a total

internal reflection setup. This method studies the particles behind

a surface. This is an important difference because it forces a stud-

ied material to be transparent for detecting photons. The method

shows changes in a photon intensity according to the coupling of

photons into a liquid. A photon evanescent field extends outside

the transparent material into the studied liquid and any changes

near this interface affect the reflected photon. That is, any particles

on the adsorbend will affect signal intensity.
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The third method is similar to a total internal reflection setup,

but utilizes a thin layer of metal on a transparent medium. This

metal, usually made of gold, can couple photons and create a con-

fined plasmon on the liquid side of the metal which is used to de-

tect any molecules on the liquid. In other words, we are measuring

through a surface. It is common to alter the gold with organic com-

pounds, nanoparticles, or otherwise physically. These alterations

are done to attract a greater amount of particles or specific particles

onto the altered material.

These three methods are the main methods that can be estab-

lished because, historically, they have long been used in the field

of adsorption studies. There are a number of other methods that

slightly deviate from these main categories, but could be used in a

liquid environment. These methods are discussed in section 2.7.5.

2.7.2 Reflection and ellipsometry

If we define a polarimeter as a device that studies the polariza-

tion state of photons, then ellipsometry is angular polarimetry of

samples in specular angles. A specular angle is a situation where

incident and reflected photons have the same angle related to the

normal of a sample surface.

Several ellipsometric setups have been constructed to create an

efficient polarimeter [256] as well as being used in adsorption stud-

ies [6,71,72,81,91,96,123,162,170,257–269]. Figure 2.13 describes schemat-

ically different ellipsometer setups. Generally, any ellipsometer

consists of 1) a light source, 2) polarization components before the

sample, 3) a sample, 4) polarization components after the sample,

and 5) a detector. Figure 2.13 shows the parts two to four in them.

The setups in Figure 2.13a and 2.13b can measure the full polar-

ization state of a reflected photon. This makes these setups complete

polarimeters. Those in Figure 2.13c and 2.13d do not include a wave

plate and thus cannot measure the full state of a polarization, which

makes them incomplete polarimeters. A more accurate description of

polarization in general can be found in section 3.2. For now, we just
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(a)

(b)

(c)

(d)

Figure 2.13: Different polarimeter setups. The blue line is a photon path

from left to right, the green disk is a linear polarizer, the red disk is a wave

plate, and the gray disk is a sample. The black arrow indicates a rotatable

component. Setups shown a) a full option setup, b) a PCSA ellipsometer,

c) a PSA, and d) a RAE. [256]
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state that the most common setup is that in Figure 2.13b, a PCSA

(Polarizer–Compensator–Sample–Analyzer) ellipsometer. We must

also state that a PCSA setup is usually monochromatic, that is, used

with one wavelength. In Polarizer–Sample–Analyzer (PSA) setup,

the waveplate is removed, and further in RAE (Rotating–Analyser–

Ellipsometer), only the polarizer after the sample reflection is a ro-

tating one. Both PSA and RAE setups are more suitable for spectral

observations as they do not include a wave plate [270]. A spec-

tral wave plate is not impossible to make, but usually the setup

is simplified with a monochromatic wave plate, and uses a single

wavelength.

These are the basic components used in ellipsometry, but one

can also use a VAE (Variable Angle Ellipsometry) or a spectral

version of a VASE (Variable Angle Spectral Ellipsometry) setup in

which the actual incident angle is changed. This provides angular

data from a sample. A combination of any complete polarimeter

and angular measurements provides excellent data for estimations

of what happens to the polarization on a photon reflection. How-

ever, the angular measurement takes a relatively long time to per-

form. Thus, a VAE setup is not generally used to study the ad-

sorption phenomenon in a temporal domain. Further, while a VAE

setup is informative and easy to use in open air measurements, a

liquid environment creates challenging photon paths for this par-

ticular setup. It is not a trivial task to design a VAE or a VASE for a

liquid environment.

2.7.3 Total Internal Reflection

On an interface, a photon can be fully reflected when the material

refractive indices and incident angle are appropriate. In spite of this

theoretical total reflection, a photon field actually penetrates to the

other material beyond the interface. This is because a photon field

is continuous over any interface. The penetrating part of the photon

field is called evanescent field. Total internal reflection (TIR) studies

of adsorption are based on the theory of an evanescent field. Simi-
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larly to this, total internal reflection fluorescence (TIRF) is based on

the same thing but also observes a fluorescent part of evanescent

coupled photons.

The most prominent benefit of a TIR is its easy setup. Essen-

tially only a light source, a prism, and a detector are needed; much

like the schematic presented in Figure 2.12b. Still, a TIR setup basi-

cally only observes the effective coupling of the photons through an

evanescent field. This provides some changes to the incident pho-

tons which are further observed after a reflection. This type of a

method can be called an amount detector. If we only obtain photon

adsorption with each wavelength, the analysis remains rather dull.

However, there have been different derivations of a TIR setup, for

example, with gratings [271–273], grating transmission applications

[274], and combinations of polarimeter setups such as Total Internal

Reflection Ellipsometry (TIRE) [267,275,276].

It must be remembered that an evanescent field coupling is very

sensitive because of the small distance that an evanescent field pen-

etrates into a material beyond the totally reflecting interface. The

evanescent field penetrates the interface in the range of 100 nm de-

pending on the setup and wavelength (100 nm reported in [266,277],

200 nm reported in [278]).

A fluorescent version brings one more information dimension

to a TIR setup. As different molecules might fluoresce with a dif-

ferent photon energy, TIRF provides a possibility to separate these

molecules. Because the evanescent field is restricted to a very thin

layer on the liquid side, an analysis can consist of observations on

competitive adsorption. This is an excellent addition to a plain TIR

setup. [78,189,263,279]

2.7.4 Surface Plasmon Resonance

Surface plasmon resonance (SPR) is not strictly speaking a photonic

method; it occurs only through an intermediate. Still, SPR has been

used widely after first being reported [280] in adsorption detection

and in signal enhancing studies [73,80,265,281–299].
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Let us consider the setup described in Figure 2.12c (on page 52).

When an incident photon reflects from a thin metal film, the evanes-

cent field can couple to a metal film plasmon field and provide an

attenuation on certain incident/reflection angles [73]. The incident

angles are usually provided with a prism and the detector side can

be scanned or measured with a line detector to observe the attenu-

ation angle changes. The changes are induced by small changes on

the metal/liquid interface like the nano-sized particles that adsorb

on the metal.

This is the general idea of an SPR setup. As this system is sen-

sitive to incident angle, reflection angle attenuation, and the wave-

length used, there are three main methods to actually detect any

SPR–induced changes:

1. Measuring attenuation changes in a static reflection angle of

the plasmon resonance [289].

2. Measuring the angular reflection [300].

3. Measuring the wavelength dependent changes [301].

One important requirement for an SPR setup is to have a per-

mittivity sign change in the metal film and liquid interface [289].

Very commonly this is done by using a gold [73] or a silver film

[289]. A grating could also be used in creating similar effects. To

conclude, while the surface plasmon resonance is not strictly a pho-

tonic method, it could be considered one through a medium phe-

nomenon. Indeed, any excitation and the detection are both done

photometrically. For a brief review of SPR, see [289].

2.7.5 Other methods

There are many methods that slightly deviate from the direct meth-

ods described in sections 2.7.2–2.7.4. Here we will consider some of

them.
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Figure 2.14: Schematic comparison of a OWLS setup (left inset) and a

SPR setup (right inset). Red presents a photon beam, green cylinders

are moving detectors, blue is the waveguide, and yellow is a metal film.

Studied liquid would be placed on top of the metal film.

Optical Waveguide Lightmode Spectroscopy (OWLS)

An optical waveguide lightmode spectroscopy (OWLS) is a modi-

fied SPR setup where the light is coupled to a thin waveguide with

a grating [266,273]. The setup is very similar to the generic struc-

ture of the SPR setup shown in Figure 2.12c. Differences arise from

the main incident angle of the incident photons and the observation

angle of the detector. These changes come from the grating surface

of the nano–layer of the used metal. The attenuation angles of the

SPR setup are also usually observed from the end of the waveguide.

Generic differences between an SPR setup and an OWLS setup

are shown in Figure 2.14. Naturally it is also possible to use a TIR

setup with a grating. This would create a very similar scenario to

Figure 2.14 (left inset).

Optical Coherence Topography (OCT)

In a sense, coherence topography could be a possible method in

observing larger scale adsorption; the ellipsometric approach is of-

ten used in evaluating the refractive index changes of the adsorbed

layer, and same is the case with OCT.

58 Dissertations in Forestry and Natural Sciences No 180



Adsorption fundamentals and photonic research

The drawback of OCT is the resolution and very high sensitivity

to the setup. Compared to the nanometer scale of TIR and SPR,

coherence topography generally involves things with a resolution

of around 1–10 µm and increased spatical resolution creates special

needs for the properties of the light source. Still, in some cases the

setup could be beneficial and used to detect adsorption layers if the

layer size is relatively thick. A good source for OCT and potential

applications is, for example, the review of Fercher et al. ([302], 2009).

Material alteration

Biomaterials were briefly discussed in section 2.2, but if we specify

the usage to adsorption, the aims change slightly. While we can

view the material as biomaterial, a great deal of studies still have

a controlled enviroment of some sort. By controlled environment

we of course consider controlling either the path of the observed

particles or the adsorbing material as we aim to somehow change

the adsorption behavior.

The controlled particle movement is usually performed with an

electric field because it creates a high control over the particles. The

material alteration involves some material modifications: chemi-

cal etching [36,303], electrical modification [162], Self Assembled

Monolayers (SAM) [16,149,282,287,304,305], or creating other modi-

fications which change the physical or chemical nature of a surface

[306]. As an example of a modification related to photonics, grat-

ings are the most common alteration as they are generally easy

to manufacture and can be customized for a specific application

[307,308].

Chemically controlled surfaces are major field of research. If the

surface has certain receptors, the surface can be used in very spe-

cific detection applications. Chemical assays such as immunoassays

are a good example. Immunoassays measure the concentration or

presence of an analyte (protein) in a sample liquid. For example

biological fluids such as urine and blood plasma are measured for

the presence of a certain molecule.
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Other deviations

Any other modification to the reflectometry, TIR, and SPR can nat-

urally be achieved.j Here we can mention different fiber optical

devices [310] which can be easily be built to work even in liquid en-

vironments and Fourier Transform Infra-Red (FTIR) methods [124].

One of the TIR applications is Attenuated Total Reflectance (ATR),

which uses several bounces of light in a waveguide to produce en-

hanced attenuation to a TIR signal [311]. As ATR is a branch of TIR,

it is not discussed further. Related TIR applications, fiber applica-

tions, are also common applications [79,94,190,310,312].

Still unmentioned is Scanning Angle Reflectometry (SAR) [309,

313,314], which is very much ellipsometric method without polar-

ization information, and progressing towards more indirect meth-

ods, we find Dynamic Light Scattering (DLS), which measures the

scattering of photons which could be used to study adsorption

[313,315–319].

Basically any photonic method and device could be considered

a potential biological measurement device. Devices measuring a

broad spectrum might progress towards higher resolution measur-

ing and imaging [320]. Still, the photonic devices now used in ad-

sorption studies are usually based either on small–scale photon ab-

sorption, non–linear phenomena, attenuation, polarization, or co-

herence.

One of the most common non–photonic methods worth men-

tioning is Quartz Crystal Microbalance (QCM). In QCM a quartz

resonance crystal is used between two metal layers. The one metal

layer is often covered with another thin layer of metal which is

in contact with the studied particles. The observed parameter is

the frequency shift of the quartz crystal under pressure. Essen-

tially QCM is a gravimetric method studied with electric signal

[174,321–323]. Neutron Reflection (NR) methods are also used in

adsorption studies. In this technique a highly collimated neutron

beam is shone towards a thin film and the scattering is then ob-

jFor short review, see Ramsden ([309], 1997).
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served [13,324–326]. Surface–enhanced raman scattering (SERS) is

also an often used method in adsorption studies and molecule de-

tection [248]. It has been also used successfully in connection with

immunoassays [40].

2.7.6 General photonic results of previous studies

There are two main categories of results for adsorption observa-

tions concerning photonics. First are the actual refractive indices

of proteins in liquid environment, and second, the observed thick-

nesses of adsorbed proteins. In the analyses the actual environment

is observed as a monolayer, multilayer, or with other estimations,

depending on the complexity of the environment. The refractive

index is, however the most important to extract from the literature,

as we are using a photonic method in this study.

Studies have evaluated the refractive index or even the spectral

refractive indices of materials. Table 2.5 lists a number of individual

refractive indices used in some photonic studies. Figure 2.15 shows

water, PBSk, quartz and the spectral refractive index of protein in

general. The protein spectral refractive index is the mean values

extracted from study of Arwin ([328], 1986). We should note here

that all these spectra seem to have very similar shapes. This justifies

the mean value extraction as well as comparing protein refractive

index function shapes to water and PBS.

The other clear result that can be extracted from previous stud-

ies is naturally the thickness of the adsorbed protein layer. Table

2.6 lists some studies about the results concerning the function of

adsorption target and protein.

Table 2.6 shows a wide variety of surfaces but what is interest-

ing is the deviation on similar surfaces. The model and refractive

indices used (Table 2.5) are crucial in photonic studies. Since there

is no agreement about the refractive index, the exact layer thickness

also becomes ambiguous.

Furthermore, Table 2.6 shows a wide variety of refractive in-

kPhosphate buffered saline (PBS) is the buffer solution used in this study.
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Table 2.5: Some evaluated protein refractive indices by source. If no exact

information is given in the source, it is marked with a horizontal line. The

wavelength is that used in the particular study.

Wavelength [nm] Protein Refractive index

401.5 HPF 1.366-1.368 [327]

IgG 1.390-1.395

546.1 BSA 1.575 [328]

Hemoglobin 1.500

γ-Globulin 1.544

620.0 HPF 1.40-1.56 [329]

632.8 HPF 1.365–1.34 [330]

HSA 1.415–1.445

IgG 1.38–1.42

LYS 1.475–1.51

632.8 - 1.45 [294]

632.8 BSA 1.572 [328]

Hemoglobin 1.485

γ-Globulin 1.542

632.8 - 1.5 [266]

632.8 HSA 1.48 [158]

632.8 HPF 1.465 [278]

632.8 HSA 1.465

632.8 Hemoglobin 1.465

- various 1.46–1.90 [257]

200–1000 HPF 1.4 [170]

300–1000 HPF 1.57 [331]

dices, but there is no information about the used liquid media or

surfaces. For example, study [327] used hexamethyldisiloxane as

adsorbent and PBS media. Very little is generally said about the

liquid media or about the surface. Some authors acknowledge this

by directly saying that these refractive indices are only for the par-
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Figure 2.15: Refractive indices of water [332], PBS, protein [328], and

quartz [333].

ticular used surface. However, questions could be; what is then the

real refractive index of proteins?; and is this refractive index a good de-

scription of the protein refractive index or just a surface–dependent as well

as solution–dependent approximation of dissolved proteins near an inter-

face?

One thing is certain; Table 2.5 indicates strong disagreement

on the used refractive index, which isn’t a good starting point for

any photonic study. Figure 2.15 also plots these different values,

which makes the issue even more visible. It becomes unclear if

the discussion is really about true protein refractive index, or about

protein packing and surface dependent observations.

de Feijter’s equation

De Feijter’s approach to adsorption might be one of the most com-

monly used in photonic studies of adsorption [334]. The equation
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itself is

M = dA
nA − ns

dn/ds
, (2.8)

where M is the adsorbed mass in ng/mm2, dA the thickness of an

adsorbed film, nA the refractive index of the adsorbed film, nS the

refractive index of the surrounding material (liquid), and dn/ds is

the “refractive index increment” of the molecules (0.18 cm3/g [335],

0.182 cm3/g [330], 0.188 cm3/g [153]) .

Ball and Ramsten ([335], 1998) succinctly discussed the intrica-

cies of adsorption equations. They note that the commonly used

refractive index increment should be a buffer solution dependent

value [335]. The refractive index should also be wavelength depen-

dent, which may often be forgotten. Essentially, de Feijter’s formula

is an effective medium approximation (EMA) of sorts. That is, it is

an estimate of the increment to a buffer solution refractive index.

EMA is discussed later, in section 4.4.3.

While de Feijter’s estimate might be relevant, a problem in-

volves its ambiguous usage. There has been little discussion of

the exact value of the increment and how precise the estimate is.

It is, however, just commonly used. It also predicts only the case

when proteins form exactly dA thick and homogeneous layer near

an adsorbent. While it is not uncommon to do approximation of

homogeneous and otherwise photonically ideal behavior of mate-

rial, we note that it sounds somewhat strong assumption to make

for buffer dissolved proteins near an interface.

2.7.7 Conclusion

When discussing a TIR or SPR setup the system is always confined.

A SPR requires a specific surface and a TIR requires transparent

media. These two methods are more widely used since they seek

to detect the molecules on a specific surface. The gain is more

accurate detection, but with the cost of a limited setup and sam-

ples. A reflection setup is not confined to any specific materials,

but when measuring through the liquid and observing only the re-

flection, accuracy is lost compared to the TIR or the SPR. Still, the
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greatest benefit of reflection studies is a sample–wise freedom. Any

reflective sample can be used, but very diffuse samples cannot be

measured.

Table 2.7 lists shortly the device level comparison for the ellip-

sometric constructions. The general conclusion is that several of

the methods have very specific setups or materials. While ellipsom-

etry loses in absolute sensitivity, polarization makes it possible to

analyze even the most complicated situations. The size of an ellip-

sometric setup is generally large compared to the others, but when

designing a lab–on–a–chip type solution, the simplest TIR might be

the only solution. It is very convenient because it also can be exe-

cuted using a simple piece of fiber. However, as the polarization–

altering components and other processing methods start to reach

nano-scale, these three methods and their setups have their own

benefits and could be considered in adsorption detection, even on

a smaller scale.

The general sensitivity of the methods should also be consid-

ered. This study is not concerning very much the sensitivity of the

method used, but has a general interest in providing sensitive meth-

ods. While the sensing amount is generally around µg per milliliter

(ml), even fg/ml amounts have been observed through photonic

measurements [79].

The various values of the refractive indices presented in Table

2.5 seem very ambiguous. While the ellipsometric system is accu-

rate in the evaluation of the refractive index, the actual model has

a massive impact on the results and it seems that the values them-

selves are still not consistent among researchers. It must be stated

that there are differences in the setups and the time span of the

research is great, but, if ellipsometry is thought to be an accurate

method in sensing nano–layer thicknesses, where does the differ-

ences come from?

This is also a promising start of for discussion. While the method-

ology is strong, novel ideas for executing them are, however, diffi-

cult because of the fundamental differences in the literature. Is there

anything to study then? Surely there is. Especially in the nano–
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size range, where the frontier of both biochemistry and photonics

are still being established. One might argue that this is an invalid

statement because, for example, the Maxwell equations are already

established and those have not been disproved in nano-scaled envi-

ronments. The question of a nano–environment is not that it cannot

be solved, but more of what we try to solve. Nanoparticles can be

detained and optical tweezers are a reality these days. These are,

however controlled and forcefully created scenarios. The natural

and passive behavior of such particles in any environment is still

not a trivial task to resolve because the questions are not clear.

The Handbook of Optics is still a viable source of information on

photonic methods [256]. New applications will be found as the

fundamental methodology starts to be very strong. The compo-

nents and computational aspects also become cheaper and cheaper

to obtain. This constantly creates new possibilities to use a wider

and wider range of wavelengths in applications. Still, the majority

of the applications seem to be moving towards detecting molecule

concentrations and chiefly to provide answers in detecting a single

particle type. While they are generally useful in that, the diversity

of applications is very small in this regard. While, for example, flu-

orescence provides an easy method to perhaps even detect two sep-

arate molecules in a competing adsorption, huge underlying pro-

cesses, structures, and components in a real environment create a

major barrier to these otherwise accurate and sensitive methods.

We believe that it occasionally seems that researchers have a need

to publish rather than being researchers on a quest.

However, we find it relieving, that mixed methods have been

used. There are even studies that actually combine the physical

chemistry into the photonic methods, and more importantly, ac-

knowledges the depth of adsorption, such as the study of Ange-

lescu et al. ([122], 2011). Still, it is sad to see, that despite of the

depth analysis in [122], it is not used with photonic data, and in-

stead, homogenic layers and de Feijter’s equation is used.
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Table 2.7: Pros and cons of the main photonic methods for particle ad-

sorption detection. RAE represents rotating analyzer ellipsometer and

PCSA-E Polarizer Compensator Sample Analyzer Ellipsometer (see sec-

tion 2.7.2).

Method Pros Cons

RAE - Cheap

- Easy setup

- Spectral possibilities

- Incomplete polarimeter

PCSA-E - Complete polarimeter

- Accurate - More analytic

- More expensive

- Requires a waveplate

TIR - Sensitive

- Simplest setup

- Cheap

- Least analytic

- High estimate analysis

- Material and setup re-

strictions

- Mainly for ”existence

sensing”

TIRF - TIR with fluorescent data

- Competitive adsorption

- Requires high energy

photons for fluorescent ex-

citation

- Material and setup re-

strictions

SPR - Sensitive

- Competitive adsorption

- Difficult to setup

- Material and setup re-

strictions
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This chapter describes the key components of the photon interac-

tion theory used in this study. As the subject of this study is so

broad the theory presents only the exact key points needed in the

analysis. The theory can be separated into these main categories:

1. A basic photon description (section 3.1)

2. Polarization of an electromagnetic wave (section 3.2)

3. Ellipsometric parameters (section 3.3)

4. Discussion of the need for raytrace models and the model

used in this study (section 4.4)

The constructed ray tracing model is somewhat part of this theory,

as it still uses the components presented in this chapter. But for

clarity, it is presented in the materials and methods part of this

work.

3.1 GENERAL PHOTONICS THEORY

The theory of photon propagation and interaction can be very com-

plex, if necessary and precision is needed. The usual starting point

for these theories are the Maxwell equations, which describe the

nature and rules governing the quantum of electromagnetic waves,

photons. Here we are not as interested in the nature of photons,

only their application. In this study, we only need to discuss terms

such the interference and consequences of the primal behavior of

photons on interfaces.

Thus, we justifiably assume after this, and rightfully so, that a

photon electric field can be described with an exponential function

[336]

E(A, k, r, t, ω, φ) = Aei(k·r−tω−φ), (3.1)
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where A is amplitude, ω the angular velocity, φ phase, k is the wave

vector, r propagation vector

r =







xx̂

yŷ

zẑ






,

λ the wavelength, and i is a complex number (i2 = −1).a This wave

function can successfully describe the propagation of a photon in

numerous cases, with a number of assumptions.

These assumptions are: isotropy, a homogenic material, no scat-

tering, and no absorbtion during photon propagation. This seems

to be a strong set of rules, but in most cases this offers a good ap-

proximation and a sound set of rules. Despite of the lack of scatter-

ing and absorbtion observations in the theory part, the discussion

of the effects of the scattering can be found, for example, in [336]

(Part2, Chapter 6).

In Equation 3.1, k is the wave vector that describes the direc-

tional properties of the propagating phase, but here, we assume

isotropy, so that k becomes direction independent scalar

k (λ) =
2π

λ
. (3.2)

In the discussion here, we will not generally denote the wavelength

dependency of k for notation clarity, but we understand that wave-

length defines values of k. As the propagation and wave vector

go hand in hand, we will mark the plain coordinates, without unit

vectors and partially defining

r =















x

y

z

aStrictly speaking A, φ, and ω could be described individually with the pri-

mal coordinate directions (as vectors), but here they are presented as direction

independent scalars.
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Also, because we assumed isotropy, the Equation 3.1 becomes sep-

arable with

E(A, k, r, t, ω, φ) =















Aei[kx−tω−φ]

Aei[ky−tω−φ]

Aei[kz−tω−φ].

Further, when assuming a standing wave (t = 0), we can trans-

form the field of Equation 3.1 to be simply

E(A, k, r, φ) =















Aei[kx−φ]

Aei[ky−φ]

Aei[kz−φ].

(3.3)

and even more simply, we could describe the field just with scalar

phase

E(φ) = ei(−φ), (3.4)

which is valid if an observation seeks to evaluate a single point,

and the aim is to measure a sum of several fields. This could be the

case when observing an interference of sorts, or when calculating

the energy of the field. Next, we use Equation 3.4 to do exactly this.

The energy of a field E, which is described as the irradianceb I

of that wave, can be expressed as

I = |E · E∗| , (3.5)

where ∗ denotes a complex conjugate

(a + bi)∗ = (a − bi) .

Equation 3.5 indicates that the energy of the field E is always in

the scale of A2, when the amplitude A is real. Equation 3.5 for any

bOr the “measurable energy”, see the discussion that follows.
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complex field of Equation 3.3 will produce an irradiance of

Iexample = |E · E∗|

= E(A, φ) · E∗(A, φ) = Aeiφ · Ae−iφ

= A2 [cos(φ) + i sin(φ)] [cos(φ)− i sin(φ)]

= A2

✘✘✘✘✘✘✘✘✘✘✘✿1
(

cos2(φ) + sin2(φ)
)

= A2,

when the whole exponential function is presented with only a sin-

gle phase φ.

This is the case for one photon. It is reasonable that the energy

of a single photon is indeed always related to the amplitude of the

photon and not the position. In real situations we rarely discuss

observing a single photon but rather the time averaged interference

of several. One cannot assume that Equation 3.3 would describe the

correct energy of a multiple–photon propagation in situations other

than that free space propagation when the photons start with same

phase. Therefore, one must take into account both the position and

the phase term, giving the field the previously described form of

Equation 3.3.

Furthermore, it must be noted that the observed irradiance I is

indeed a time averaged (marked with 〈〉) entity with

I = 〈|E · E∗|〉 . (3.6)

This will be assumed in further observations dealing with irradi-

ance I. Furthermore, when we discuss photon energy, we discuss

the measurable energy which always has dimensions. One cannot

measure dimensionless quantities and therefore the irradiance I is

always the quantity of power per surface area (W/m2,[256]), or en-

ergy per time per surface area.

Appendix C considers interfering waves with examples and demon-

strates why the energy of point–wise interfering static fields can be

described with simple cosine function with a phase of φ, cos (φ).

Appendix C indicates that the energy of N interfering fields takes
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the form N2 A2 and that the energy of two interfering photons can

be presented with a phase difference φdi f

cos(φ1 − φ2) = cos(φdi f ). (3.7)

While this is not the way the model of this study is later on treated,

it is important to note that the interference indeed directly observes

the phase components of the interfering photons. Furthermore, this

provides a valid reason for using cosine functions in visualizations.

3.2 POLARIZATION

3.2.1 Polarization

Briefly stated polarization describes the direction of electric field

amplitude. As polarization is always a property of a photon, we can

state that all photons actually propagate more in three–dimensional

space than in a geometrically visualized line. The line is usually

only visualized as a propagation direction rather than a full pre-

sentation of a photon. Let us suppose an electric field propagating

along a z-axis. We can express the this field Ez to be a separable

combination of x and y components

Ez(A, r, φ) ⇒ Ez

(

Ax, Ay, x, y, φx, φy

)

= Ex(Ax, x, φx) + Ey(Ay, y, φy)

= Axei[kx−φx] + Ayei[ky−φy]. (3.8)

Wavelength dependence is always present, but can be omitted for

simplicity of notation. To express the polarization, we can represent

the real part of Equation 3.8 with two primary parts

Ex(Ax, x, φx) = Ax cos (kx − φx), (3.9)

and

Ey(Ay, y, φy) = Ay cos (ky − φy). (3.10)
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Equations 3.9 and 3.10 can represent the nature of the polarization

and this is exactly what follows. We present wave Ez as a standing

wave in the space with

Ez = Ex(Ax, x, φx) + Ey(Ay, y, φy)

= Ax cos (kx − φx) + Ay cos (ky − φy) (3.11)

Using Equation 3.11, there are two primary types of polariza-

tion plotted in Figures 3.1a and 3.1b. Figure 3.1a presents a linear

polarization, which is created with φx = φy = 0, and Ax = Ay.

In this case, both primitive components, Ex and Ey are in the same

phase and they create a deviation to Ez only in a plane. If a phase

difference (φx 6= φy) exists, the primitive components Ex and Ey

sum each other in such a manner that Ez is expressed by an elliptic

trace. If the fields, described in equations 3.9 and 3.10, have a max-

imal phase difference of π/2, circular polarization is created. This

special case is presented in Figure 3.1b.

It is rather common that the phase difference of Ex and Ey

φxy = φx − φy, (3.12)

is not π/2 but usually takes some other value.

The polarization directions are created with polarizers which

determine the primary directions of the polarization. Components

affecting the amplitude of primary components are called linear

polarizers.c Those polarizers that create a phase delay between

the primal polarization directions are called circular polarizers, or

waveplates.d In reality, there are several types of polarizers and

matters might not be this obvious, but these two types create a sim-

ple division to keep in mind.

3.2.2 Stokes parameters

Before continuing the discussion of polarization we need to cite four

names often associated with material interaction: Fresnel, Stokes,

cThe Ax and Ay values of Equation 3.9 and 3.10.
dAltering the φxy.
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Figure 3.1: Two polarization states created from Equation 3.11 (black)

with two directional amplitudes (gray). (a) linear polarization Ez with

φx = φy = 0 and (b) circular polarization Ez with φx = 0 and φy = π/2.

Mueller, and Jones. These names are commonly associated with

the “source of invention”, but are essential in any discussion of

polarization. Here we will consider a polarization state through a

simple reflection. This reflection is often described with so–called

Fresnel coefficients, which describe a photon reflection from a plane

having two separable polarization directions. Fresnel coefficients

will be introduced in section 3.2.3.
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Table 3.1: Description of Stokes parameters through linear polarizers P

with pass-through in angle α (Pα) [256]. PR denotes a right–hand circular

polarizer and PL correspondingly a left–hand. For example, P0 polarization

has an amplitude only in the x direction and P90 in the y direction.

Stokes parameter Polarizer equivalent

s0 P0 + P90

s1 P0 − P90

s2 P45 − P135

s3 PR − PL

While Fresnel describes the primitive reflection of a photon,

Stokes, Mueller, and Jones are usually spoken of as the description

of mathematical approaches of polarization ([256], Part 2, Chapter

22). Stokes parameters describe the polarization of any photon and

are presented as a Stokes vector

S =











s0

s1

s2

s3











. (3.13)

Table 3.1 shows all of the four Stokes parameters and the related

polarization relations they represent. Furthermore, we can discuss

the polarimeters of section 2.7.2 and Figure 2.13 (on page 54). We

note that all polarimeters which have no circular polarizers cannot

determine the last Stokes parameter s3. As discussed in the previ-

ous section, circular polarization is created with phase a difference

between the primal polarization components. Thus, if we do not

alter this polarization type, there is no way of distinguishing the

phase difference ∆ sign (Equation 3.12) or the last Stokes parameter

s3. It will remain unknown. Modern ellipsometers use the Pho-

toelastic Modulators (PEM), which can create controlled elliptical

polarization changes with very high rates [78].

The Stokes vector describes the state of polarization of the ob-
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served time–averaged photons. Mueller, the Mueller matrix to be

precise, describes the possible modifications to that vector through

primitives mab

M =











m00 m01 m02 m03

m10 m11 m12 m13

m20 m21 m22 m23

m30 m31 m32 m33











. (3.14)

Thus, it is possible to produce any output Stokes vector S1 from

input S0 by modifying it

S1 = MS0 =











m00 m01 m02 m03

m10 m11 m12 m13

m20 m21 m22 m23

m30 m31 m32 m33





















s0

s1

s2

s3











. (3.15)

Mueller matrix photonics is a completely different matter and

here we will limit our observations to systems which have no cir-

cular polarization information. That is, when the output of the

imperfect system S′ is more like

S′ = M′S0 =











m00 m01 m02 0

m10 m11 m12 0

m20 m21 m22 0

0 0 0 0





















s0

s1

s2

0











. (3.16)

Strictly speaking, the zeros in Equation 3.16 remain non-zero un-

known, but are set to zero for stating the operators we are dealing

with. Since we are dealing with an output such as in Equation 3.16,

this output can even be expressed with more simplicity, with Jones

formalism. We will consider this in greater detail in section 3.2.5,

but we will first discuss Fresnel coefficients.

3.2.3 Fresnel equations and Snell’s law

Fresnel equations

Previous sections described polarization as coordinate-wise ampli-

tude differences of the electric field describing a photon. Figure 3.1
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showed the separable field of a photon when these directional am-

plitudes were the same. In reality these primitive components of an

electric field are rarely equal, which creates the different polariza-

tion states of the field and changes upon propagation and photon–

material interaction. Fresnel equations are based on Maxwell equa-

tions to describe the changes to these amplitudes on refraction and

reflection when the photon interacts with the material. Therefore,

Fresnel equations describe the interaction on an interface according

to the polarization directions.

We will not show the course of creating Fresnel equations. We

only express them as a known tool and discuss what they can mea-

sure and analyze if the equipment used is capable of altering polar-

ization before as well as after the interaction.

Two main polarization directions are described in the Fresnel

coefficients, p and s. The p directions describe the reflection and

transmission coefficient for the case where the electric field ampli-

tude is in the plane of incidence. The s describes case where the

amplitude is perpendicular to the incident plane. Both are schemat-

ically described in Figure 3.2.

The reflection coefficients r and the transmittance coefficients t

are described for both cases as follows

rs =
N1 cos(θi)− N2 cos(θt)

N1 cos(θi) + N2 cos(θt)
, (3.17)

ts =
2N1 cos(θi)

N1 cos(θi) + N2 cos(θt)
, (3.18)

rp =
N2 cos(θi)− N1 cos(θt)

N1 cos(θt) + N2 cos(θi)
, (3.19)

tp =
2N1 cos(θi)

N1 cos(θt) + N2 cos(θi)
, (3.20)

when N1 and N2 are the corresponding complex material refractive

indices. Angles θi, and θt are the incident, and refracted angles,

respectively [96].

Next, let us represent the polarization in reflection as schemati-

cally drawn in Figure 3.2. We will denote below the polarizations p
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Figure 3.2: Visualization of polarization components. The green repre-

sents the p polarization and red the s polarization (y axis) plane.

and s with the field primitives Ex and Ey. The polarization state is

usually expressed with a number, the relation χ of the two primitive

components, with the separable notation of Equation 3.1, as

χ =
Ey

Ex
=

Ayei( 2π
λ y−tφ)

Axei( 2π
λ x−tφ)

. (3.21)

Let us further denote the relation of input χi and output χo

χi

χo
=

Eiy

Eix

Eoy

Eox

. (3.22)

As this observation focuses on polarization changes, we can not ig-

nore the coordinate system of x and y. This concerns the phase dif-

ference between the two polarization primitives φx and φy. There-

fore, if we open Equation 3.22 with the field notation of Equation

3.4 we obtain
χi

χo
=

Aiyeiφiy Aoxeiφox

Aixeiφix Aoyeiφoy
. (3.23)

Furthermore, we set the phase difference in the input plane to zero

φxy = 0 and assume that the amplitude of the incident or incoming

Dissertations in Forestry and Natural Sciences No 180 79



Niko Penttinen, Photonic adsorption studies in liquid:
devices, models, and an ellipsometric approach

wave is the same Aix = Aiy. This produces

χi

χo
=

Aox

Aoy
ei(φox−φoy) =

Aox

Aoy
ei∆oxy . (3.24)

Generally this relation of the amplitude terms is marked with

tan (Ψ) =
Aox

Aoy
. (3.25)

Combining Equations 3.12, 3.24, and 3.25, we obtain the general

ellipsometer equation

χi

χo
= tan (Ψ)ei∆. (3.26)

The starting point for the Fresnel equation is the multiplier be-

tween the input and output fields (Eo/Ei). Thus, Equation 3.22

already describes the amplitude relation of the interacting electric

field. The actual reflection coefficient r can then be used to describe

the ellipsometer Equation 3.26 further to (see [256], Part 3, Chapter

27)
Ei

Eo
=

rp

rs
= tan (Ψ)ei∆ . (3.27)

Equation 3.27 is the most important basic equation of ellipsom-

etry as it states the connection between the Fresnel coefficients and

the ellipsometric parameters Ψ and ∆. Fresnel coefficients are de-

fined using electric field changes through interaction, which di-

rectly indicates that when the incident and interacted fields are

measured, one can study the photonic properties of the said in-

teracting interface.

Snell’s law

Another important rule for photon propagation is refraction. Re-

flection is usually assumed to occur in the same angle as the in-

cident (specular reflection), but the refraction angle is dependent

on the refractive index of the material. This refraction is usually

described with Snell’s law [337]
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N1 sin(θ1) = N2 sin(θ2) ⇒
sin(θ1)

sin(θ2)
=

N2

N1
(3.28)

where θ1 is the incident angle angle in the material having a refrac-

tive index N1 and θ2 is the refraction angle of light in the material

having a refractive index of N2.

Snell’s law also provides the possibility to calculate the refracted

angle from the incident angle and the refractive indices as presented

in Equation 3.29. This method is also used in this study to calculate

refraction. With complex refractive indices Equation 3.29 produces

θ2 values which also are complex.

θ2 = asin

[

N1 sin(θ1)

N2

]

. (3.29)

3.2.4 Setup in the reflection observations

The previously described polarization measurement setup in this

study is much like that in Figure 3.2, only with polarizers added

before and after the reflection from the sample surface. The system

uses an unpolarized light source, which is then linearly polarized

with the first polarizer. Then the surface acts upon the incident

wave with Fresnel coefficients rp and rs. These Fresnel coefficients

have directions which correspond to the x and y directions, respec-

tively, so in later stages p and s will be used for indicating the

polarization state. The propagating photon moves to another po-

larizer and finally to the detector. Thus, there are three operators

affecting the system and the general notation of the system output

O can be written

Eo = JLinPol(α2)JrJLinPol(α1)Ei, (3.30)

where JLinPol denotes linear polarizer, Jr the surface, and Ei is the

input field. The J denotes a Jones matrix, which is an easy notation

for expressing essentially paraxial photon paths as is the case here.

Equation 3.30 follows so–called Jones formalism, which is operated
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from right to left, as do all matrix operations. We will next exam-

ine the essential points of Jones formalism in this particular simple

system.

3.2.5 Jones formalism

Jones calculus is matrix operation formalism which describes light

propagation for the two primal polarization directions [338]. It is

especially used in polarization optics because the polarization can

be described with these simple principle components.

Jones calculus in general

Jones calculus uses vectors and matrices to describe an optical sys-

tem. Thus, each matrix is a photonic component in the system and

the starting point for the matrix operators are generally vectors.

Let us consider a simple standing wave having a phase φ in a point

which has x and y components. This could be written with vector

E =

[

Ex

Ey

]

=

[

Axeiφx

Ayeiφy

]

. (3.31)

The wave described in (3.31) is a very primitive version of a

wave, but let us alter it with Jones operators. We now examine the

effects of a single Jones operator on the wave defined above. Let us

note that the operator

J =

[

A B

C D

]

(3.32)

is created. We then operate the wave (3.31) to generate an output

O.

O = JE =

[

A B

C D

] [

Ex

Ey

]

=

[

AEx + BEy

CEx + DEy

]

(3.33)

It is clear in Equation (3.33) that the multipliers A and D directly

affect the propagation of each component, i.e. if B = C = 0, then

A and D are the amplitude multipliers after the photonic element
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which the operator J describes. We can therefore alter the amplitude

of the primitive directions x and y with these multipliers.

If B and C, in Equation 3.33, are not zero the amplitudes can

be rotated. Thus, rotation to a degree of α could be executed with

Jones operator

Jrot(α)

=

[

cos(α) − sin(α)

sin(α) cos(α)

] [

1 0

0 0

] [

cos(−α) − sin(−α)

sin(−α) cos(−α)

]

=

[

cos2(α) cos(α) sin(α)

cos(α) sin(α) sin2(α)

]

.
(3.34)

It is possible to describe many photonic elements with the general

Jones notation of 3.32. Next we will examine the Jones construction

of a reflection system with polarizers.

3.2.6 Jones formalism output in PSA reflection

In the PSA (Polarizer–Sample–Analyzer)e system equation stated in

Equation (3.30) the first polarizer can be thought to be redundant as

the used photon source has no known polarization state. Thus, the

input polarization and first linear polarizer can be combined and

Equation (3.30) can be rewritten as

Eo = JLinPol(α2)JrEi, (3.35)

where the incident wave Ei already includes polarization angle α1

and can be simply expressed (using Equation 3.31)

Ei =

[

Ep

Es

]

=

[

Axe−iφx cos(α1)

Aye−iφy sin(α1)

]

=

[

Ap cos(α1)

As sin(α1)

]

. (3.36)

Because the aim of this theory is to link it to measured values, one

could assume here Ap = As = 1. This selection could be made if

eNote that this is the exact setup from Figure 2.13c on page 54.
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the first polarizer is ideal and the light source does not have polar-

ization dependencies. We will, however, just continue with

Ei =

[

Ap cos(α1)

As sin(α1)

]

. (3.37)

We can simplify the notation of the output field by multiplying

the JrEi and setting the input field as a reflected field

Eir = JrEi =

[

rp 0

0 rs

] [

Ap cos(α1)

As sin(α1)

]

=

[

rp Ap cos(α1)

rs As sin(α1)

]

. (3.38)

After this the output of the system is simply

Eo = JLinPol(α2)Eir

=

[

cos2(α2) cos(α2) sin(α2)

cos(α2) sin(α2) cos2(α2)

] [

rp Ap cos(α1)

rs As sin(α1)

]

, (3.39)

which will transform as

Eo =

[

cos2(α2) cos(α2) sin(α2)

cos(α2) sin(α2) cos2(α2)

] [

rp cos(α1)

rs sin(α1)

]

=

[

rp Ap cos(α1) cos2(α2) + rs As sin(α1) cos(α2) sin(α2)

rp Ap cos(α1) cos(α2) sin(α2) + rs As sin(α1) cos2(α2)

]

.

Using redefined markings of Equation 3.38, namely

Ep = rp Ap cos(α1)

Es = rs As sin(α1) ,

the final output of the system will be

Eo =

[

Ep cos2(α2) + Es cos(α2) sin(α2)

Ep cos(α2) sin(α2) + Es cos2(α2)

]

. (3.40)
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3.2.7 Irradiance of the reflected field

The energy (irradiance) of the system of (see Equation 3.40) is de-

fined [339] as

I =E∗
o Eo
[

Ep cos2(α2) + Es cos(α2) sin(α2)

Ep cos(α2) sin(α2) + Es sin2(α2)

]∗

[

Ep cos2(α2) + Es cos(α2) sin(α2)

Ep cos(α2) sin(α2) + Es sin2(α2)

]

. (3.41)

This will produce an output vector with components

I =

[

Ip

Is

]

,

Ip = Ix =E∗
pEp cos4(α2) + E∗

pEs cos3(α2) sin(α2)

+E∗
s Ep cos3(α2) sin(α2) + E∗

s Es cos2(α2) sin2(α2)

Is = Iy =E∗
pEp cos2(α2) sin2(α2) + E∗

pEs sin3(α2) cos(α2)

+E∗
s Ep sin3(α2) cos(α2) + E∗

s Es sin4(α2). (3.42)

Combining these components will show that the overall results

looks simpler,

I = Ip + Is = E∗
pEp cos2(α2) + E∗

s Es sin2(α2)

+
[

E∗
pEs + E∗

s Ep

]

sin(α2) cos(α2), (3.43)

because we know that

cos2(α) + sin2(α) = 1. (3.44)

This, however, does not require a linear polarizer. Only the rotation

of the coordinates is required after a surface reflection. Thus, in

this simple reflection system one could state that J(α2)LinPol would

be the Jones matrix rotator and polarizer

JLinPol(α2) =

[

1 0

0 0

] [

cos(α2) sin(α2)

sin(α2) cos(α2)

]

, (3.45)
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which would provide exactly the same output energy as in (3.43),

since the overall energy of the polarized field is not affected by the

polarization rotation.

3.3 ELLIPSOMETRIC PARAMETERS

The next step is to rewrite the system output and find the key pa-

rameters which describe it. With trigonometric rules [340]

cos(α) sin(α) =
1

2
sin(2α),

sin2(α) =
1 − cos(2α)

2
,

cos2(α) =
1 + cos(2α)

2
, (3.46)

it is possible to rewrite Equation 3.43 for the output energy I.

I = E∗
pEp

(

1 + cos(2α)

2

)

+ E∗
s Es

(

1 − cos(2α)

2

)

+
(

E∗
pEs + E∗

s Ep

) sin(2α)

2

=
1

2

[

E∗
pEp + E∗

s Es + E∗
pEp cos(2α2)− E∗

s Es cos(2α2)

+ E∗
pEs sin(2α2) + E∗

s Ep sin(2α2)
]

=
1

2
[s0 + s1 cos(2α2) + s2 sin(2α2)]

= I
(

rp, rs, α1, α2

)

, (3.47)

where s0, s1, and s2 are three of the previously mentioned Stokes

parameters

s0 = E∗
pEp + E∗

s Es

s1 = E∗
pEp − E∗

s Es

s2 = E∗
pEs + E∗

s Ep. (3.48)

Thus, the final output of the ellipsometric reflective system can be

observed using the four variables rp, rs, α1, and α2 as in Equation

(3.47).
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3.3.1 Ellipsometric and Stokes parameters

The Stokes parameters in Equation 3.48 are very useful in describ-

ing the output energy in a system where the polarization is consid-

ered. Equation 3.47 demonstrates the relation of the Stokes param-

eters by conveniently choosing 2α2 values. Because of the nature of

the trigonometric functions, we could select the α2 values with 45◦

(π/4) steps. With this selection all three Stokes parameters can be

defined with only three angles

I (0) =
1

2
[s0 + s1]

I (45) =
1

2
[s0 + s2]

I (90) =
1

2
[s0 − s1] , (3.49)

when the output energy I
(

rp, rs, α1, α2

)

is marked only by I(α2).

The connection between Stokes parameters and the ellipsometric

parameters Ψ and ∆ are more closely observed in Appendix D. The

ellipsometric parameters describe the output of the system, i.e. the

detected irradiance when to expressing the ellipsometric variables

(Equation D.13 on page 194) with α2 angle dependent variables in

(3.49).

cos(2Ψ′) = −
s1

s0
=

1
2 (s0 − s1)−

1
2(s0 + s1)

1
2 (s0 − s1) +

1
2(s0 + s1)

=
I (90)− I (0)

I (90) + I (0)
(3.50)

sin(2Ψ′) cos(∆) =
s2

s0
=

1
2 [2(s0 + s2)− [(s0 + s1) + (s0 − s1)]]

1
2 [(s0 − s1) + (s0 + s1)]

=
2 · I (45)− [I (0) + I (90)]

I (90) + I (0)

=
2 · I (45)

I (90) + I (0)
− 1

(3.51)
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Combining (3.50) and (3.51) it is possible to solve Ψ′ and ∆ directly

with measured light field irradiances

Ψ′ =
1

2
acos

[

I(90)− I(0)

I(90) + I(0)

]

∆ = acos





2·I(45)
I(90)+I(0)

− 1

sin (2Ψ′)



 (3.52)

3.3.2 Discussion of the nature of Ψ and ∆ measurements

The selected relation of Equation D.5 (page 192) can be simplified

by selecting α1 = 45◦. This produces

tan(Ψ′) =
tan Ψ

✘✘✘✘✘✿ 1
tan(α1)

⇒ Ψ′ = Ψ, (3.53)

which is assumed in future setups to be the default setting. The

initial polarization, which the angle α1 defines, can be selected for

an arbitrary angle, in which case the relation

Ψ = atan
[

tan(Ψ′) tan(α1)
]

(3.54)

holds. If used, this will only slightly change the evaluation of Ψ

and ∆.

Equation 3.52 is very convenient because there are only three

main irradiances to measure in reflection; they reveal ellipsometric

parameters Ψ and ∆, but there is a one major concern in the mea-

surements of Ψ and ∆. This concern is created by the nature of

the results of (3.50) and (3.51). Because Ψ has to be calculated first,

the nature of trigonometric functions arises. Because the angle is

multiplied by two, the left side of (3.50) is defined in the range of

0◦ ≤ Ψ ≤ 180◦. Furthermore, because (3.51) has the same double

angle of Ψ, this range of definition must be discussed. A great deal

of change to ∆ can be induced when dealing with Ψ close to 0◦ or

180◦. This would force the sin(2Ψ) term to be close to zero creating

the greatest numerical error to ∆ assuming constant errors in I(α2).
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Thus, these areas of Ψ should be kept in mind while performing a

ellipsometric analysis.

Equation 3.27 shows the polarization direction relation which

connects it to the ellipsometric variables Ψ and ∆. This is only an-

other way to express complex numbers as the division of two com-

plex numbers is still just a single complex number. If we express

this complex number with a + ib, Equation 3.27 can be rewritten

rp

rs
= tan(Ψ)ei∆

= a + ib,

which can further be written as

a + ib

= tan(Ψ) [cos(∆) + i sin(∆)]

⇒

a = tan(Ψ) cos(∆)

b = tan(Ψ) sin(∆)

⇒

tan(Ψ) =
a

cos ∆

b =
a

cos ∆
sin(∆) = a tan(∆)

.

This connects the reflection amplitudes to the Ψ and ∆ as

∆ = atan

(

b

a

)

(3.55)

Ψ = atan

[

b

sin(∆)

]

= atan

[

a

cos(∆)

]

, (3.56)

and can be used in calculations of the theoretical Ψ and ∆ values.

3.3.3 Polarization dependent output of systems

Naturally, the output irradiance of an ellipsometric or any other

photonic system is affected by the wavelength of the incident pho-

tons, Io = Io(λ, · · · ). The Fresnel coefficient is therefore always a
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function of a wavelength λ and consequently any and all interac-

tions of photons should be considered as a function of photon en-

ergy. This is not cited in the notation of the previous theory because

of readability.

(a) N = 1.5 (b) N = 2.0 (c) N = 2.5

(d) N = 3.0 (e) N = 3.5 (f) N = 4.0

Figure 3.3: Calculated irradiance of a reflective surface with the marked

refractive index. The row position indicates the polarizator 1 angles from

0 to π, and the column position indicates the polarizator 2 angles from

0 to π in each image. Color mapping in the images is shared, having

values from zero to one with associated colors from blue to red. White dots

indicate the output points of Equation 3.49.

Let us observe the theoretical output of our ellipsometric sys-

tem. The calculated irradiances of the PSA system are presented in

Figures 3.3 and 3.4. This is done using the calculated output Equa-

tion 3.47 and Stokes vector descriptions in Equation 3.48. Figure

3.3 shows the modeled output as a map which analyzes the two

polarizer angles from zero to π. The incident angle in the Fresnel

equations was 70 degrees. The angle is zero for both polarizers in

the upper left–hand corner of the calculated images. The α1 is in-

creased in a horizontal direction and α2 in a vertical direction. Both
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figures show the output from six different surfaces. This demon-

strates the output changes in different cases due to changes in the

refractive index.

(a) N = 2.0 + 1.5i (b) N = 2.0 + 2.0i (c) N = 2.0 + 2.5i

(d) N = 2.0 + 3.0i (e) N = 2.0 + 3.5i (f) N = 2.0 + 4.0i

Figure 3.4: Calculated irradiance of a reflective surface with the marked

refractive index. The row position indicates the polarizator 1 angles from

0 to π, and the column position indicates the polarizator 2 angles from

0 to π in each image. Color mapping in the images is shared, having

values from zero to one with associated colors from blue to red. White dots

indicate the output points of Equation 3.49.

Figure 3.4 shows the imaginary part induced changes to the ob-

served polarization plane when the sample has a constant real part

of the refractive index of 2. This means that both the real and imag-

inary part can do similar things to the polarization. If the output

of a real system of Figures 3.3 and 3.4 were measured, it would

be done at three different polarization points.f Namely, the points

marked in these figures. It is evident that the refractive index of

the surface could be analyzed from the polarization data. How-

fAssuming the limited requirements of Equations 3.50 and 3.51 (page 87).
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ever, the fact that the output is harmonic makes things challenging.

Thus, different ellipsometric systems usually provide more accurate

knowledge of the full polarization state of photons.

3.4 THIN FILM REFLECTION

The simplest and perhaps the most frequently used application of

ellipsometry and polarimetry is the evaluation of a single thin film.

This can be either reflection or transmission depending on the in-

terest. There are numerous sources for the theory but the principle

is old and simple, as it just uses the Fresnel coefficients.

3.4.1 Single film reflection

The Fresnel coefficients are excellent in describing specular reflec-

tion. Thus, they are the common starting point of any simple cal-

culation involving smooth surface reflection. Here we also describe

the simplest thin film reflection having two interfaces and three ma-

terials, as described in Figure 3.5.
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Figure 3.5: A schematic showing a three refractive index system having

complex refractive indices N1, N2, and N3. A photon passes the system

from left to right (green). Showing the overall reflection of incident angle

θ1 (blue) and the overall transmission (red) expressed with the associated

Fresnel coefficients r and t. Polarization dependence can be observed using

the corresponding Fresnel coefficients.
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Let us mark the reflection and transmission amplitude with r

and t, respectively. We will then mark the system materials with

running numbers from 1 to N. The polarization can essentially be

marked at any time, for example, with rs or rp but is now omitted.

Interfaces will be marked with directions from material to material

with a vertical line |. Thus, for example, s–polarized reflection from

material 5 to material 6 would be marked by rs5|6. This is, without

polarization, the marking used in Figure 3.5, and the output of that

particular reflection would be

r = r1|2 + t1|2r2|3t2|1 + t1|2r2|3r2|1r2|3t2|1 · · · , (3.57)

which is a series that can be expressed by [341]

r = r1|2 +
t1|2t2|1r2|3e−2iσ

1 + r1|2r2|3e−2iσ
. (3.58)

The solution of Equation 3.58 uses the term e−2iσTF , which describes

the interference of the summed terms, which can be expressed as

being created due to the phase difference φTF

σTF =
2π

λ
nTFdTF cos(φTF). (3.59)

Note that Equation 3.59 is very much the same interference creating

term as discussed in section 3.1 (page 69). The transmittance of

the schematic shown in Figure 3.5 can be created as easily as the

reflection part. This simple single layer estimation will hereafter be

referred to as SLE.

3.4.2 Ellipsometric parameters

Based on the ideology of Equation 3.57, we can create any system

by following the photon path. When dealing with non-polarizing

components the overall path is the same with both polarizations.

This means that the detector side of the ellipsometric calculations

can be performed directly using Equation 3.30 (page 81).

This provides a direct contact to the actual ellipsometric param-

eters through the complex polarization primitives rp and rs by using

Dissertations in Forestry and Natural Sciences No 180 93



Niko Penttinen, Photonic adsorption studies in liquid:
devices, models, and an ellipsometric approach

Equations 3.55 and 3.56. Later, in section 4.4, we will calculate these

outputs and compare the results to those created by the constructed

raytrace model as well as to real measurements.
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4.1 DEVICES AND COMPUTER PROGRAMS

This section includes the description of the programs and clarifies

all of the performed measurements. We will discuss the devices,

materials, and then the measurement procedures. Finally, the nu-

merical models are described.

4.1.1 Devices

To simplify the explanation, Table 4.1 describes the most relevant

used devices by their final usage. If any programs have been used,

they have been those provided with the device. If a custom program

has been created, it is mentioned in the corresponding section of

this chapter.

4.1.2 Programs

Generally the program that is provided with the equipment was

used to measure any data. However, the model, some visualiza-

tions, and the signal to noise measurements were performed with

the aid of Microsoft® Visual Studio®. Most of the data processing

and plotting of data was done with MathWorks® Matlab®. The

remaining visualizations were performed using Python® program-

ming language, the Blender® program, GNU Image Manipulation Pro-

gram (GIMP), and Inkscape® program.

4.2 SURFACES AND PARTICLES

4.2.1 Surfaces

Sample surfaces were all consistently titanium–based materials. A

total of four groups were observed: polished titanium (Ti), heat–

treated titanium (TiHT), roughened titanium (TiP1500), and hydrocarbon–
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Table 4.1: Devices, by manufacturer and usage.

Device Measurements

Woollam, Variable An-

gle Spectral Ellipsome-

ter (WVASE)
• Sample Refractive index

• Ψ and ∆ references

• Titanium heating effects

Specim, Multi–fiber

spectrometer (MFS)

Main ellipsometric measurements

Thorlabs, OSL1-EC Measurement light source

Quantronix Integra C-

3.5

THz laser used in nanoparticle pro-

duction

LEO, Gemini 1550 Scanning electron microscope

(SEM) images

Veeco Metrology, Auto-

Probe M5

Atomic force microscope surface

roughness measurements

KSV Instruments, Theta Contact angle measurements

Bentham, DTMc300 Monochromator used in the signal

to noise ratio measurements

Hamamatsu, PMA12 Spectrophotometer for observing

the MFS linearity and signal to

noise ratio (SNR)

covered titanium (TiCH). The samples were all disk–shaped, 3 mm

thick with a 16 mm diameter. Nanoparticles were measured on

polished titanium, but are marked with Tinano for clarity. The selec-

tion of the samples was purely photonic. The nanoparticles provide

a different adsorbing particles while TiCH provides a surface with

completely different refractive index. Later on we will discuss the

model in more detail, but the overall model is done for proteins

and polished titanium, so that TiCH and Tinano should provide dif-

96 Dissertations in Forestry and Natural Sciences No 180



Materials and methods

ferent results. If TiCH and Tinano would provide similar results as

Ti–protein pair, the model could be said to be unreliable.

The heat treatment of the titanium was performed in a oven at

a 200 ◦C temperature. The heat treatment duration was five hours.

This was done to observe the stability of the titanium surfaces, i.e.

if air–stored titanium reacts differently with particles than heated

titanium. Hereafter, the titanium samples are marked as Ti and the

heat–treated (HT) with TiHT.

Surface topography naturally effects the active surface area and

the other parameters of the adsorption. To clarify the small–scale

differences in the surfaces, a titanium sample was roughened with

standard P1500 sand paper. The resulting surface was a very diffuse

titanium surface, which is denoted by TiP1500. Figure 4.1 shows a

scanning electron microscope (SEM) image of a TiHT and a TiP1500,

where the roughness difference is clear. The liquid environment

measurement of this particular roughened surface was not possible

as it scattered too much of the incident photons, but it will function

as a rough surface reference.

(a) (b)

Figure 4.1: A scanning electron microscope image of a) polished titanium

and of b) sand paper roughened titanium. The white bar indicates a length

of 500 nm.
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The selected titanium samples were used only because they

provided a completely different attachment surface and roughness

compared to plain titanium. Thus, the TiCH surface was added to

the measured samples. The TiCH samples were purchased commer-

cially and were manufactured through chemical vapor deposition

on the titanium. The very precise parameters of production of the

TiCH surfaces is not so important, though it could be the basis of

another study since deposition and evaporation are very delicate

in regard to the system parameters [342]. With this, chemical vapor

deposition could be used as a surface modification in an adsorption

study. The interest here, however is merely to see if we can create

a different signal from the TiCH surface and repeat it from sample

to sample. The TiCH also falls into a somewhat medium roughness

category, which was possible to measure with the used polarimet-

ric device. Figure 4.2 shows the atomic force microscope (AFM)

images of Ti, TiCH, and TiP1500.

While the TiP1500 samples are not used in the measurements, as

they proved too diffuse to be measured with the ellipsometric setup,

the effects of surface roughness are extremely clear from the AFM

images in Figure 4.2. They also show the limits of the ellipsometric

setup. As the surface roughness increases, both the measurement

and analysis of an ellipsometric method becomes more difficult.

As in this study, the theory is usually for solid and perfectly flat

surfaces. This does not promote the usage of the rough surfaces.

Especially in the liquid environment, where the adsorbed particles

can become absorbed particles inside the material grooves.

4.2.2 Particles, molecules, and solutions

Phosphate buffered saline (PBS)

Purified water (10 MΩ/cm−1) was used as the basis for the PBS

solution and was prepared with 8 mM Na2HPO4, 1.8 mM KH2PO4,

140 mM NaCl, and 2.7 mM KCl. The M indicates the molarity in

moles per liter. While it is common to use sodium citrate as an

additional particle separator inside the liquid, it was not added in
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(a)

(b)

(c)

Figure 4.2: Atomic Force Microscope (AFM) images of (a) polished ti-

tanium, (b) TiCH, and (c) TiP1500 surfaces. All images share a common

vertical axis and are comparable to each other. Subplot (c) shows values in

the range of zero to 2.5 µm. The sides of the shown plane cover an area of

100 µm × 100 µm.

this case, as we now know, that more buffer–liquid altering only

adds variables. The end pH of the PBS solution was near neutral 7.
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Proteins

Two target proteins were used in the study. A smaller particle

shows smaller changes as the adsorption strength is connected to

particle size (weight). Thus, a smaller protein, Human Serum Al-

bumin (HSA), was used in the isotherm observations. In this part,

a static selection of concentrations from 88 to 5000 nM were used.

During the measurements the proteins were stored in cold and in

crystal form, and were not in liquid form for more than 48 hours at

a time.

The second measured protein was Human Plasma Fibrinogen

(HPF). Because the sample to sample comparison was important,

the HPF measurements were executed with a constant molarity of

500 nM. Both proteins, HPF (fraction I, type III) and HSA (97-99%),

were purchased commercially from Sigma-Aldrich. The actual dif-

ference between the proteins is evident, and the crystal structure of

both proteins is shown in Appendix B (see page 186).

The corresponding molarities are rather ambiguous as discussed

in the theory. Depending on the situation, either the molarity or the

weight is more important. The corresponding density for HSA the

isotherm measurements of 88 nM and 5000 nM corresponds to 6

µg/ml and 333 µg/ml. Similarly, the 500 nM of HPF corresponds

to 170 µg/ml.

Nanoparticles

The nanoparticles were created with a Quantronix Integra C-3.5,

which provided a 2.1 mJ per pulse, 120 fs pulse duration, 790 nm

center wavelength, and 1 kHz repetition rate. The pulses were

guided in purified water (10 MΩ·cm), where the titanium base sam-

ple was placed. The sample was irradiated for 10 minutes in the

focused pulse laser beam for us to extract the particles from the

sample. The focal point moved while the liquid filled with parti-

cles, but the sample container was moved constantly to provide the

best pulse connection to the surface. The biggest factor in the sam-

ple movement was the actual sound emitted from the pulse laser
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ablation. It was kept at maximum for the 10–minute period. Figure

4.3 shows a colored Scanning Electron Microscope (SEM) image of

the resulting particles.

Figure 4.3: Colored SEM image of the used particles. The image shows

spherical particles in green, cylindrical particles in blue, and the silicone

substrate in black. The bar shows a length of 1 µm.

The ablation created two types of particles: spherical and cylin-

drical. In fact, the cylindrical ones were more spear–like, as seen in

Figure 4.3. The size distribution of the cylindrical particles was rel-

atively constant, but the size distribution of the spherical ones was

determined separately. Both nanoparticle types were determined

with (1) drying a known volume droplet containing the nanopar-

ticles onto a substrate, (2) imaging it with a scanning electron mi-

croscope, (3) counting the particles and measuring the diameter

distribution of the spherical particles, and finally (4) calculating the

volume–mass of the particles. Figure 4.4 shows the counted size

distribution of the spherical nanoparticles.
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Figure 4.4: Distribution of the spherical nanoparticles created with pulse

laser ablation. The overall counted particle number was 248.

As the actual amount of the particles is important, the size dis-

tribution of the spherical particles and the number of both particles

were used to calculate the mass per volume ratio of the particles.

Because of the uneven distribution of the particles during the dry-

ing of the solution droplet containing the nanoparticles, the mass

calculations are only estimates. Table 4.2 lists the estimates gath-

ered from the SEM imaging of the nanoparticles.

This solution concentration is totally an estimate of the concen-

tration. This is chiefly because an imaging solution was used to

study the amount from relatively high concentrations. Some of the

particles might still be hidden in the observations. This is, however

close to the optimal concentration since the number of particles pro-

vides better statistics and reduces the need for actually searching

for the particles in the SEM images. It also offers a good estimate

of the coverage that the nanoparticles create on the surface. The

study of nanoparticle formation as well as the concentration effects

on adsorption would be a fascinating study. However, here we only

note that this concentration (≈ 50 µg/ml) seems rather low since

even single milligrams per milliliter seems to be the common con-

centration range [83,174]. Still, with the proteins, µg range is not

102 Dissertations in Forestry and Natural Sciences No 180



Materials and methods

Table 4.2: Estimates used to characterize the produced nanoparticles. The

abbreviation CN stands for a cylindrical nanoparticle and SN a spheri-

cal nanoparticle. Overall particle concentration was measured to be 54.7

ug/ml.

Estimate Value

Area 3017204 µm2

Density, CN 206.09 units/µm2

Density, SN 39.29 units/µm2

Single volume, CN 158.55 10−6µm3

Single volume, SN 183.23 10−6µm3

Volume, CN 98586 µm3

Volume, SN 21721 µm3

Density, CN & SN 4.23 mg/mm3 [343]

Weight, CN 417.01 ng

Weight, SN 91.87 ng

Droplet, Volume 10 mm3

Concentration, CN 417.01 ng/10 mm3

≈ 41.7 ng/µl

= 41.7 µg/ml

Concentration, CN 91.87 ng/10 mm3

≈ 9.2 ng/µl

= 9.2 µg/ml

an oddity. It would be always possible to centrifuge the particle

solutions or evaporate the liquid, but the low concentration was a

good benchmark to observe if the adsorption or presence of these

particles was possible with the constructed setup, and to determine

the signal compared to the proteins.
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4.3 MEASUREMENTS

4.3.1 Measurement setup

Figure 4.5 shows the final setup in the measurements with all the

components described. The linear polarizer was a Heliopan SH-PMC

ES 55 linear polarizer. A high–quality calcite polarizer was also

available, but the visual range of light source favored the camera

polarizer. The camera polarizer would have already been optimized

for the light source wavelength range and have been be easier to use

than a calcite version. The only drawback was that any interference

solutions in the camera polarizer could have distorted the results,

but that was thought to be negligible. Although, it must be stated

that another excellent reason for not choosing the calcite polarizers

was their high angular sensitivity. They have a very small working

input angle and might not be the most suitable in liquid environ-

ment measurements.

The measurement device is an imperfect polarimeter with a con-

current light source and cuvette signal measurement. Despite the

cuvette beam having a different measurement geometry through

the liquid cuvette, it provides a perspective on the changes in the

cuvette as well as the measuring glass windows of the cuvette. If

the reference beam can detect categorized sample signals, we may

conclude that the sample itself adds nothing to the equation and ad-

sorption cannot be detected from the sample surface. Consequently

be compare the cuvette signal to the one reflected from the sample

surface.

The first polarizer in the Figure 4.5 setup was positioned in a

static angle of 45◦ (π/4) and the second polarizer was rotated to

three angles, 0◦, 45◦, and 90◦, to solve the first three Stokes param-

eters and then Ψ and ∆ from the reflected photon beam. The fiber

that measured the light source was used to correct the sample sig-

nal. The signal and the effect of this correction will be shown later

in the results section 5.2.1.

Figure 4.6a shows a typical spectrum of the light source mea-

sured with the Hamamatsu spectrometer. It can be noted that
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Figure 4.5: Schematic presentation of the photonic measurement setup

with a) reference detector fiber, b) sample detector fiber, c) light source

detector fiber, h) multi-fiber photometer, i) light source, d) second polarizer,

f) liquid cuvette, e) first polarizer, m) second beam–splitter, n) mirror, l)

first beam–splitter, j) aperture, k) light input, and g) liquid mixing motor.

the light source has a daylight filter that cuts the halogen source

spetrum at higher wavelengths. The effect of the filter is shown

in Figure 4.6b, where the amount of harmonic oscillation increases

towards higher wavelengths. Essentially, it has no effect in general

amplitude measurements, but here it seems that the filter could be

interferometric. If the light source already has interfering photons,

it could affect the system or explain some observation.
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Figure 4.6: Normalized spectrum of the lightsource in a) the wavelength

range covering the measurements and b) showing the near infra-red area.

4.3.2 Quality of the sensor used

Lee ([344], 2005) lists several noise contributors to a CCD array such

as transfer noise, dark current, fixed patter noise, high energy ra-

diation, thermal noise, shot noise, noise from analog-to-digital con-

verter, and noise from electrical interference. All of them can be

present on the sensor at any time, as in the multi-fiber spectropho-

tometer used in this study. We do not concentrate on all, but note

that there are many different noise sources available to a sensor.

In general, we can divide the noise of any sensor to include

two main components; 1) signal–dependent noise and 2) signal–

independent noise. Both of these create a superposition of noise

which cannot entirely be removed in a general case, but some ef-

fort can be made to increase the quality of a signal. The signal–

independent part can be evaluated with a time–wise measurement

in the dark. While this is not a perfect solution, it most likely pro-

duces a non-zero level that could be considered noise and can later

be removed from the signal. The signal–dependent noise part is

always measured with the actual signal. It is always in a superpo-

sition with the signal–independent noise, but could be considered

being a single component.

This superposition of the signal–dependent and the signal–independent
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noise is generally one discussed as the signal to noise ratio (SNR)

of a signal when the dark signal level is subtracted. Still, even if

we remove the average of the signal–independent part, temporal

fluctuations still exist together with the signal–dependent part. In

this study we do not discuss the nature of noise in more detail.

We assume that the dark–level subtraction and the observations of

the actual signal are sufficient to evaluate the noise. We also as-

sume that sensor dynamics are sufficient after the dark–level sub-

traction to analyze the signal. We define a measured signal as I0,

and the noise Inoise as the standard deviation of the temporally mea-

sured signal. Thus, the decibel notation of the signal to noise ratio

(SNRdB) can be written as [344]

SNRdB = 10 · log10

(

[

Inoise

I0

]2
)

= 20 · log10

(

Inoise

I0

)

.

The Specim MFS was tested together with a Hamamatsu PMA-

12 photometer using ten repeats per wavelength and the Bentham

monochromator to produce individual wavelengths. The resulting

SNRdB is presented in Figure 4.7. In the actual measurement part

we discuss a temporal signal to noise ratio as well as the measured

quality of the light source of the setup.

The measured SNR is always some sort of time–wise function of a

system. There may be fast and slow processes in both sensor and in

light source that interfere with the observations of a phenomenon.

4.3.3 Liquid environment measurements

Measurement sequence

The main measurements were performed in a liquid cuvette, as

schematically shown in Figure 4.5 (page 105). The overall measure-

ment took around three hours and the measurement procedure was

divided into three main stages. The first stage was to align the sam-

ple. This took between one to ten minutes.

The system was aligned with purified water and added phos-

phate buffered saline (PBS) inside the cuvette. It is generally un-
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Figure 4.7: Signal to noise ratio of the two devices from 400 nm to

950 nm.

known how different liquids react with each sample. Consequently,

the saline was allowed to simmer for around thirty minutes before

the addition of the proteins. This was the second stage of the mea-

surement. The third phase started when actual particles, proteins

or nanoparticles were injected into the cuvette. Then a measure-

ment was recorded for approximately 60 minutes before being ter-

minated.

The overall liquid amount inside the cuvette (20 ml) already

covered the sample fully in the PBS waiting phase. At this point

the container had 18 ml of PBS liquid in it. The addition of the

molecules was performed from a larger molarity liquid by adding

a further 2 ml of the protein liquid. This meant that the particles

had only one–tenth the molarity after the injection.a The injection

of particles was done with 10 ml Finnpipette with a disposable tip.

A tip end was carefully lowered inside the liquid before injecting

the particles.

aBut matched the given molarities, such as 500 nM for HPF.
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Water contact angle

The water contact angle was measured with 5 µl droplets using a

commercial device and an associated program. The measurement

included a minimum of 10 samples and a maximum of 20 samples

for each measured sample type. The overall discussion of the water

contact angles will be just to describe the different behavior of water

on surface. Because of this, the contact angles are not further, for

example, surface roughness corrected.

4.4 MODELS

As discussed above (see section 2.7), spectral ellipsometry requires

a model to evaluate the layers it detects. It not uncommon to see

a theoretical model as well as a real measurement in ellipsometric

studies. We believe this is a good policy to follow. Thus, the ellipso-

metric parameters Ψ and ∆ are evaluated through a model to draw

a conclusion about the actual adsorbed nanoparticles.

This chapter concentrates on explaining the core structure of the

model. It also explains how the model was created. Later, in section

4.4.5, we discuss what was done with the created model.

4.4.1 What is a model anyway?

Before discussing models, it is useful to clarify what model actually

means. A model in general is a well–defined frame of approach

to a problem. This might seem ambiguous, but all scientific work

could be defined as a collection of different models. There is always

a well–defined frame which makes the work in hand discrete. One

model can’t solve everything. A frame also implies that the tools

need to be defined and explained. Furthermore, at the core, a model

always tries to describe something, or filling a frame. The model

may be created for a problem or some more abstract entity.

The goodness of the model usually consists of three main things.

Firstly, how well the frame of the problem is defined. Secondly, how
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well the tools used are defined, and finally, how well the model de-

scribes the approached entity. Usually they basically go hand in

hand. After a model is constructed, the model often becomes a per-

sistent entity which describes something in the given frame. We

wish to note, that this section is also only a model, which hopefully

makes the frame of the word “model” clearer since it is often used

in the literature. We also understand, that testing the model good-

ness testing, or at least some evaluation, should be a part of model

building.

4.4.2 Need for mathematical modeling

The need for models such as tracing photons usually comes from in-

dustry which provides the equipment. That is, basically industrial

fields concerned with optics. Optics is category of photonics in the

range of wavelengths (380 nm – 780 nm) responsive to the human

eye. This interest is understandable since there is a massive mar-

ket for consumer goods and a great deal of money is involved. In

addition to consumers always want bigger and better quality prod-

ucts, this need continues. Besides consumer products, another main

area includes non-optics modeling, usually related to academic re-

search, which can include anything from X–ray diffraction to radio

wave models.

Traditional optical models usually include the modeling of en-

vironments such as lens packs and nano–scale structure measured

in air. Nano– and microtechnology is now commonplace and there

are common models for optics with combined nano– and micro–

structured components. This is because technology has the ten-

dency to decrease in size as more functions are desired in a smaller

area. Nowadays, with a growing number of personal computer

and other devices, there is also an increasing interest in improving

display and camera technology with custom directional reflection

profiles, such as designing non–reflecting and other filter coatings

for different technologies.

As discussed in chapter 2, the liquid environment has a vast
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number of variables. This makes the environment in this study

complicated, at least when compared to traditional ray tracing,

which usually only involves a static environment and a set of static

refractive indices for the system components. Figure 4.8 shows the

general layers involved in the simplest possible liquid environment

reflection measurement. It also presents the simplest environment

schematic of a liquid environment which has some particles in-

cluded in the liquid. The description of the numbered layers of

Figure 4.8 are listed in Table 4.3.

(a)

(b)

Figure 4.8: Schematic diagram of the existing material layers in a liquid

cuvette. The descriptions of the layers by number are found in Table 4.3.

Figure 4.8 and the layer description in Table 4.3 demonstrate

the need for some evaluation of a liquid system. There are several

interfaces, which themselves all are parameters in photonics. In ad-
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dition, the layers that the particles alter are more or less unknown

and can change as a function of the time. This does not help, but

requires a numerical evaluation aside from the real measurements.

Indeed, it is nearly standard procedure to include some layer thick-

ness estimates with an optical measurement, not only to evaluate a

protein layer but also to check the stability of the photonic system.

Table 4.3: The material layers presented in Figure 4.8. Also, the cross

marks if the material is considered to have a time-wise variable refractive

index N(λ, t), or a static refractive index N(λ).

Layer Description N(λ) N(λ, t)

1,9 Air x

2,8 Cuvette window x

3,7 Possibly attached particles

on the cuvette window

x

4 Sample x (x)

5 Adsorbed particles x

6 The liquid environment

which contains the particles

x

Let us once more consider Table 4.3. This study assumes that

both cuvette windows have a potential to adsorb the investigated

particles. This is usually completely ignored, especially in the ellip-

sometric theory as the measurement beam hits the cuvette window

at a zero angle incident. This usually will show a researcher that

polarization observations can be ignored for the cuvette windows.

This is because the polarization relation rp/rs of p and s polarized

photons remains if we multiply rp or rs with same and constant

number. If we consider the refractive index of a liquid itself to be

a time-wise function N(λ, t), a sensing beam of photons will have

propagation direction changes and even the Fresnel–coefficients can

be affected. If a measuring photon beam is put to a zero angle for

all of the input rays, we cannot generally assume that the output

beam through the cuvette window would be always polarization
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independent.

If we assume a variable refractive index of a liquid, an analytic

solution could be far too time–consuming to perform. This is be-

cause the modeling is usually simple if the individual photon can

be seen through the paraxial assumption. In the paraxial assump-

tion, the photon is always considered to travel through a single line

in space. Generally this is good estimation, because even in thin–

layer calculations, the geometrical differences are negligible since

a detector has very macroscopic size compared to single–photon

geometric shifts in a system.

When the geometrical modeling is performed, as in this study,

the model can also provide beam shift estimates. This helps to

define the effects on the detector side, if the measurement beam is

shifted. In conclusion, we understand, that the liquid environment,

in complexity, has the potential to match all the available resources.

4.4.3 Models in different photonic systems

What is possible with a model? This is a valid question but the an-

swer is broad since all real systems can essentially be approximated

with a numerical calculus. When discussing the adsorption phe-

nomenon, all data is presented through some sort of model. This

usually indicates some exactly known environment or in which ap-

proximations and suppositions about the reality are made. Sadly,

it seems that adsorption studies are mainly about suppositions as

seen in section 2.7. If there is no agreement on the general refrac-

tive indices of proteins in a liquid, it indicates major disagreement

about ambiguous models. The refractive index is deeply involved

with photonic models and if there is disagreement, then there is

very little to discuss.

But let us consider the photonic models of adsorption in a liq-

uid. Generally, in ellipsometry, models are single thin–layer ap-

proximations [96,158,188,261,331,345,346]. Very little effort has been

put into an actual three–dimensional environment. It is refreshing

to occasionally see even discussion about three–dimensional ad-
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sorption [347,348], or a particle gradient near an adsorbent.

One of the discussed models is the Effective Medium Approx-

imation (EMA), in which a material is considered to have gradi-

ents [347]. The EMA model combines permittivities of materials

by brutally combining them with some factor. This seems to be a

reasonable model as the permittivity performs alterations directly

to an interacting electric field, such as a photon, and the measured

spectra seem to follow the models [109,347].

Is there, however any reason to use EMA or similar mixed per-

mittivity models? We believe that the answer is yes, and no. Yes,

if there is reason to believe that the EMA model has only a sta-

tistical effect, such as materials with large pores (non–diffracting)

[105,110,111]. That is, when the adsorbent is a mix of materials and

it is justified to assume a highly controlled periodic structure. The

‘no’ answer to the use of EMA, however comes from the reasoning

that EMA should be employed with care as it is only for certain

surfaces. More importantly, very little is noted about adsorption in

three dimensions, because for example the pore filling factors are

generally suppositions and only a single property of a generated

layer.

If we recall Figure 2.15 on page 63, we can see that proteins,

as a vast amount of biological particles inside water, have refrac-

tive index much like water or surrounding buffer. It is estimated

that proteins carry water–like envelopes that can easily be the same

weight as the protein itself [3], depending, of course, on the pro-

tein hydryphobicity. Essentially, the question of models is whether,

in the adsorption phenomenon, the adsorbed protein removes all

water from the adsorbed layer or are the photonic properties of the

water still dominant, despite the adsorption?

Let us further consider the Figure 4.9, which shows two pos-

sible cases for protein adsorption as a material density near ad-

sorbent. The figure shows monolayer and a multilayer adsorption

scenarios. The single–layer adsorption estimates a rather unnatu-

ral step of the material near the adsorbent. It raises the question

of why the single–layer estimate is still dominant? We could spec-
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Figure 4.9: Arbitrary unit presentation of material near adsorbent (left

side), and two approaches, with a single layer and five layers of material.

ulate that it is much simpler and researchers still think that any

three–dimensional adsorption phenomenon can be correctly esti-

mated with an effective monolayer. While a single layer is totally

valid with solid materials, there should also be more discussion

about a three–dimensional adsorption environment in photometric

studies.

Still, if we create transition statesb for any adsorbing particle, it

must be justified. While natural particles such as proteins have a

strong ideal and real connection to water, we cannot claim this of all

particles, such as of inorganic nanoparticles. A complex entity such

as protein might be enveloped with water, but this is not always the

case and deviations from protein to protein might also occur with

dramatic effects to the observed density (i.e. permittivity/refractive

index). We still believe that using monolayer in a liquid environ-

ment is plainly the wrong approach as it completely ignores the

three–dimensional environment of adsorption. Instead of changing

the monolayer thickness on adsorption, perhaps a constant dimen-

sion with multilayer evaluations could be a more natural approach

bSuch as plot in Figure 4.9 having five layers.
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to the adsorption of natural particles such as proteins. It is, how-

ever true that the multilayer system becomes analytically, and even

numerically unsolvable in many cases. However, the greater diffi-

culty of the model should not be a reason to avoid its use if it could

be more plausible. We will discuss this more in section 5.3.3 (page

171).

4.4.4 Models used in this study

Numerical approach

In section 4.4.2 we mentioned the setup and the multitude of in-

terfaces that it may be involved. Here we will discuss the pho-

tonic calculations performed with parallel processing (PAP). The

model is constructed with PAP processing of NVIDIA® CUDA®.

Compute Unified Device Architecture (CUDA®) is a programming

library which harnesses the graphics processing unit (GPU) of a

common and a commercial PC.c The benefits of using PAP are ev-

ident. While the existing processors in computers only use one or

a few threads at a time, GPU can use millions simultaneously. The

processing power of a single GPU processor is smaller than that

in a normal PC processor, but the vast number of processors in

GPU easily surpasses a normal CPU (Central Processing Unit) in

tasks that can be executed in parallel. Here, it is used to calculate

a sample reflection for both polarization primitives (s and p) and

wavelengths at the same time.

The power of PAP comes from the parallel processing, but the

drawback is the limited amount of possible environments. Where

normal CPU programming has all of the computer at hand, PAP

uses a graphics unit, which limits the possibilities. It is understand-

able that a GPU can handle parallel computing but the rest of the

computer is more or less linear, with a single execution at a time.

This is why most GPU processing is executed as a function and the

result then is retrieved after the process finishes.

cOther solutions are also available for PAP.
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Figure 4.10: Parallel challenge of the ray–tracing for a single layer of ma-

terial in transmission: 1) input and reflected parts, 2) wavelength division

through Fresnel coefficients and Snell’s law, and 3) output.

Pure ray–tracing is an interface by interface procedure since

Snell’s law (angle) and the Fresnel coefficients (complex amplitude)

dictate the further propagation of a photon. There is no perfect way

to divide the different steps of a ray–tracing procedure, as demon-

strated in Figure 4.10.d The steps cannot be performed fully in par-

allel because the state of the previous step defines the next. How-

ever, in photonics, the polarization and wavelengths, which often

are systematically different from each other, can be separated and

performed in parallel. Much like done in this work.

Figure 4.11 shows the principle of the ray trace. A 3D envi-

ronment is created with an external program. This program cre-

ates an environment in triangles which act as collision primitives.

When collision occurs, the ray is divided into a new reflected and

dThis is geometric ray–tracing which presents different challenges than, for

example, Fourier modal methods [349].
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Figure 4.11: Model system principle. Each object is recreated with trian-

gles and all rays I0 are checked for collision and divided into corresponding

reflection r and transmission t.

transmitted ray which are again propagated. All numerical theory

follows the Fresnel coefficients on each interaction.

The amount of interaction with the triangles was the limited

variable in the tracing program. In this case, a maximum of 14

interactions were allowed for the program. While, this seems like

a quite low number, if the ray divides into two new rays on each

interaction, the amount of processed rays for N allowed interac-

tions becomes 2N + 1.e For 14 interactions this represents a maxi-

mum of 16385 processed possible rays. Figure 4.12 shows a work

flow following the European Computer Manufacturers Association

(ECMA) standard (ECMA-4) for the executed ray trace [350]. Each

ray is tracked until it collides with a bounding box triangle or a de-

tector triangle and is processed accordingly. On every interface, the

ray is also divided into new rays for reflection r and transmission t,

respectively (“r” and “t” in Figures 4.11 and 4.12).

eThe additional one is for the input ray before the first interaction
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Figure 4.12: Program flow chart for the ray–trace calculations. The “r /

t” indicates the division of a ray into a reflected and a transmitted part.

Result extraction from the models

As discussed above, the basis for the evaluated model is interfacial

Fresnel raytrace. The actual results that are extracted in this study

come from comparing the theoretical calculations to the measured.

It was noted, that the overall theoretical signal changes in all evalu-

ated cases are rather small; only around few percents. Furthermore,

these changes seem more or less flat in the function of wavelength.

Because of this, the theoretical system was evaluated with several

possible outcomes, and then a linear fit was used to describe the

system, per wavelength. For example, if a certain particle type was

thought to form a single layer of material on the adsorbent, the lin-

ear fit would predict, by wavelength, the particle layer thickness in

the function of signal change. These signals were namely the rel-

ative changes of Ψ and ∆, which were calculated using procedure

described in section 3.3.2 (page 88).

This is not uncommon approach, as both incomplete and com-

plete polarimeters always need some environmental model, which

is used to calculate the results. Also, it is understandable that the
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model type and used refractive indices defines the outcome of the

results. This is why several approaches were used to make this

model and refractive index dependence clear. Next, we explain

these different type of approaches.

4.4.5 Photometric evaluations

The numerical evaluations simulate the environment seen in Figure

4.5 (Page 105). Let us further discuss the polarization dependence

of the interfaces presented in section 4.4.2. While an excess amount

of layers might create some energy loss for passing photons, a zero

angle incidence essentially creates no polarization changes. There-

fore, we can simplify the numerical evaluation of the polarimetric

environment.

Figure 4.13: Schematic image of a minimized ray–trace environment with

a measurement beam (red), a liquid environment (blue), and a sample

(green).

Figure 4.13 shows a minimalistic environment that can be used

in this case. A ray passes into the liquid environment with a zero

incident angle so it does not effect the polarization, but the liquid

environment must be present for the sample calculations to be cor-
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rect.

Traditional approach – monolayer

As discussed above, the more traditional approach to adsorption

is monolayer estimation. While it ignores the three–dimensional

environment, it is the easiest way to evaluate an adsorbed particle

layer. Figure 4.14 schematically represents a sample (green) in a

liquid environment (blue) having different particle monolayers on

it (red).

Figure 4.14: Schematic image of several adsorbed monolayer thicknesses

(red) on a sample (green) in a liquid environment (blue).

This traditional approach could be calculated with numerous

different refractive indices. Naturally, the refractive index is spec-

tral, but some research might claim even a single constant refractive

index for the models used. Generally, the evaluation concerns ei-

ther a layer thickness or a refractive index. The purpose of using

several refractive indices in this study is to determine the effect on

the results. While there is no general rule for a water– or buffer–

immersed particle refractive index, the effect of using different re-

fractive indices should be clear after we use, in this study, three

different spectral indices which are called n1 (λ), n2 (λ), and n3 (λ)

below.

The refractive indices n1 (λ) and n2 (λ) are PBS–based refrac-

tive indices, while n3 (λ) is presented in section 2.7.6 (page 61). The
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Figure 4.15: Three evaluated refractive indices, n1 (λ), n2 (λ), and n3 (λ)

in respect to water, PBS, and quartz refractive indices.

buffer–based, or PBS–based, refractive indices n1 (λ) and n2 (λ) fol-

low the buffer refractive index in shape, but the values fit nicely

between PBS and n3 (λ). The reference refractive indices of quartz

presented in Figure 4.15 is an average refractive index of birefrin-

gent quartz and only demonstrate the refractive index scale in the

plot.

We must note one important thing of the n1 (λ) and n2 (λ) re-

fractive index selection. As literature is very ambiguous about the

protein refractive index, we are using several ones. Table 2.5 already

showed an abundance of different refractive indices that are used.

There are even studies which brutally use a constant refractive in-

dex over all wavelengths. We understand, that spectrally constant

refractive index is rather error–prone approach. So, instead, we

approximate that PBS immersed particles could create a small over-

all increase to PBS refractive index, and with that, would retain the

shape of PBS’s spectral refractive index function. With this, arbitrar-

ily selected multipliers were selected, and with these, n1 (λ) as well

as n2 (λ) were created, as presented in Figure 4.15. In any study, the

dominant effect of PBS might be sufficient approximation, but after

a certain amount of packed molecules, this model could fail. How-
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ever, understandably, it is still more plausible model rather than

using constant refractive index over all wavelengths.

In the Ψ and ∆ analyses changes in the calculated model are

observed. The changes in Ψ and ∆ from a known monolayer envi-

ronment is used to calculate layer thicknesses of an adsorbed layer

in the actual measurements. Despite fact that Ψ and the ∆ are the

main values evaluated, in the results mainly relative and percentual

changes have been observed because they are easier to discussed.

Three–dimensional adsorption

While this traditional monolayer approach is the most common one,

it still completely ignores the environment. It assumes the forma-

tion of sharp borders of material. To observe a different scenario, a

three–dimensional adsorption was calculated for a constant thick-

ness of a material on a sample and the layer densities were changed;

this thickness is divided using refractive index gradients from PBS

towards n3 (λ). The selected constant layer thickness was 20 nm

and the scenario is represented in Figure 4.16.

Figure 4.16: Three–dimensional illustration of the multilayer adsorption

approach, using constant observation thickness and dividing the layer into

one to five density layers. A stronger red color indicates increased density,

and the overall density in this constant layer thus increases from left to

right.
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In Figure 4.16, the left-most layer model is equal to a mono-

layer model, but when the division is increased from left to right,

we understand, that this could not only be a separate collection of

layer models, but also a plausible model for temporal behavior of

adsorption. Figure 4.16 presents densities with colors, having five

different values. The strongest density represents refractive index

n3 (λ) and the change from density to density is just done with

refractive index increments [n3 (λ)− nPBS (λ)] /5. We understand,

for example, that permittivity could be better gradient calculation

basis, but here the concept is the only thing we are interested in.

Effect of the geometrical setup

Geometrical effects were also calculated for the discussion. In this

experiment a measurement beam is tilted ±5 degrees in the inci-

dent plane to observe effects that are induced in the ellipsometric

parameters Ψ and ∆. This simple modification to a rays path is

represented in Figure 4.17.

Figure 4.17: Incident ray (black) alteration, showing two altered angles

of +5 (red) and -5 (blue).
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4.4.6 Model challenges

Photonics

The physical challenge to these models is usually either accuracy

or speed. However, the parallel programming presented here and

increasing computational power in future might eliminate this chal-

lenge. An approximating full–field theory such as discrete Fourier

methods could perhaps give more accurate estimations for the prop-

agating field in the nano–scale, but we will be satisfied with the

Fresnel–model. While comparing methods in an unknown environ-

ment sounds quite valueless, it would be interesting to see method-

ological comparisons in adsorption studies.

Physical models can always be more accurate. Here we do not

include an evanescent field, scattering, or birefringence, all of which

could be important with particle adsorption. This is very common

in adsorption studies, to ignore all of these matters, but, this is the

dilemma. If there is no exact structural knowledge of the environ-

ment, more accurate calculations would be bound to fail. Still, it

would be beneficial to understand the adsorption phenomenon by

actually trying to create more complex analyses.

Programming and numerical dispersion

Without going deeply into programming details, the ray–trace per-

formed in this study provided a great challenge, especially in the

GPU environment, where the dynamics are limited. Generally, any

photon that interacts with any interface disperses into a minimum

of two parts.f This makes any dynamic ray trace with a free ge-

ometric approach essentially impossible because of mathematical

dispersion. The allowed interactions must somehow be limited so

that the system has a discrete size in parallel execution.

A solution for this mathematical diversity could be in some

cases to only allow transmissions for a ray. If the actual path or po-

fIn birefringent materials there would be four parts. Diffractive surfaces could

have even greater ray division.
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sition were not important, a single ray could be followed for as long

as needed without any issues of the system being too great for the

computer memory. For example, a paraxial lens system could be

traced with huge throughput if the output would be the only thing

required. In this study we observe the interference in thin films, so

the phases and positions need to be known. Figure 4.18 shows this

challenge in the system previously described in Figure 4.16, which

is one of the models. There is a need for allowed interactions for

each ray, but diversity becomes a challenge with increasing demand

on the needed memory. Because of the ray–tracing nature, the par-

allelization of the ray trace broadens the need for memory so that

all interfering photon paths could be accounted for.

Ti

Water

(a)

Ti

Water

(b)

Ti

Water

(c)

Ti

Water

(d)

Figure 4.18: Multilayer system on titanium with a) one, b) two, c) three,

and d) four layers with each increasing refractive index towards the tita-

nium. Rays propagate from the top to bottom of the image.

Furthermore, it must be stated that GPU programming in gen-

eral is a significant challenge for even the experienced programmer.

The parallel execution creates a whole new level of needs. not only

because the parallel programming can be a nightmare in parallel

memory access, but it also creates a performance challenge which

could be pursued forever. This is, because GPU programming is not

just magically faster than CPU but it requires optimization starting

from planning for it to even be an efficient solution. To increase
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GPU execution speed, the task is to always optimize and plan. This

generates a greater time requirement for the construction of the

system. Finally, the direct transfer of code from plain C++ is gen-

erally not possible and requires rewriting on the GPU part which

makes the parallel processing a challenge to create. Still, despite all

the challenges, varieties parallel processing will be a part of future

computing and can be very rewarding if the planning and execution

are done properly.

4.4.7 Conclusion

Overall, three types of tests were performed numerically to discuss

the photonic sensing of adsorption. Firstly, monolayer adsorption

is observed with different protein refractive indices while reflect-

ing these results into the measured results in a real environment.

Secondly, the model is extended into three dimensions, observing

the amount of gradient layers with constant adsorbed thickness to

provide a discussion on the goodness of the monolayer model. Fi-

nally, the geometrical effects are discussed in a case where the mea-

suremente beam is slightly tilted to demonstrate the effects of a

misaligned measurement beam.
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5.1 CHARACTERIZATION OF THE USED SAMPLES

5.1.1 Contact angle and topography

(a) (b)

Figure 5.1: Water droplet on titanium. Subfigures show a) a low contact

angle, and b) a high contact angle.

As discussed in section 2.5.2, the surface–water interaction could

not only affect but be a fundamental factor in particle adsorption

[76]. That is the case with particles that are enveloped with water,

such as protein.

Figure 5.1 shows measurement example from two different types

of observations and Table 5.1 collectively shows all of the measured

contact angles. We can immediately note that the samples might

be challenging. In a sense, all these surfaces statistically show hy-

drophilic behavior. In other words, the surface demonstrates hy-

drophilic behavior, which could in turn indicate an increased wa-

ter adsorption to the surface and then impede the water-enveloped

particle adsorption. Still, a high deviation of the titanium contact

angles could also indicate some contamination since the TiHT sur-

face shows much lower deviations in the contact angles.

However, the exact measurement of the contact angle in air is
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rather difficult. While it might be very easy, for example, on per-

fectly flat evaporated surfaces, the few scratches and local tilts in

the surface do not help. Even the smallest topographical surface

changes immediately increase the errors and deviations in the con-

tact angle measurements. Different liquid contact angle measure-

ments in different liquid environments could be possible, but an

alien liquid could further contaminate the adsorbent, so this cannot

be a general solution.

Table 5.1: Measured contact angles, mean values, median values, stan-

dard deviations (Std.) as well as minimum (Min.) and maximum (Max.)

value in degrees. Surface roughness and some literature values for a com-

parison, are also presented.

Name Mean Median Std. Min. Max. Ra [nm]

Ti 69.78 67.85 15.48 47.93 115.96 3.66

TiHT 58.68 57.52 4.09 54.04 65.31 5.20

TiCH 76.90 76.38 4.07 69.43 47.3 47.3

Ti1500P 51.98 56.69 10.97 34.44 64.34 141

Ti [146] 53.9 - 5.1 - - < 15

Ti [170] 81.2 - 4.1 - - -

Ti [351] 86 - 4 - - -

The measured contact angles for the titanium are rather low

compared to some of the literature values (Table 5.1). Furthermore,

a deviation from sample to sample and from study to study is

also rather large. There is, perhaps, some stabilization from the

heat treatment but there is nothing to be excited about. The TiCH

shows clearly larger contact angles but the roughened TiP1500 shows

smaller ones which is due to topographical changes. Regarding this

set, there are no expected further analyses concerning the contact

angle other than the fact that the surfaces were seen to be somewhat

scratched. This could totally explain the variations and large min-

ima to maxima observations of the contact angle, and renders the

overall results somewhat unreliable. Also, the droplet size here was
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5 µl, which still might be too sensitive to a gravitational effect as

even as small a volume as 1 µl is not uncommon [352]. Sometimes

in studies the droplet size is not even mentioned which increases

the uncertainty among water contact angle study comparisons.

Still, the titanium surfaces show quite similar contact angles.

Also, as discussed above, the surface could show stronger water

binding on the surface, which could impede the adsorption of the

particles. Even if the surface scratches might distort the results, the

adsorption signal could be smaller than with hydrophobic surfaces,

or that the adsorption might not even occurring. We will discuss

this later on.

5.1.2 Atomic force microscope observations

The measured titanium samples are quite smooth. This is one of

the disadvantages of the ellipsometric setup as the theory of el-

lipsometry generally involves a perfectly smooth surface. As dis-

cussed above, topography and the accompanying roughness are al-

ready connected with the reactivity of the surface, for both chemical

and physical adsorption. This is easy to understand because of in-

creased active surface area. Ellipsometry is, however rather blind

to topographical variations. It can certainly be used but a rough

surface still deters the analysis. While even nanoscale thin layers

can be evaluated with ellipsometry, extremely rough surfaces could

hide the adsorption phenomenon.

Both the physio–chemical activity and the background for pho-

tometric analysis are good reasons to evaluate surface roughness

before the measurements. Figure 4.2a shows a surface profile of one

of the Ti surfaces. Figure 4.2c also presents the profile of a TiP1500

surface which has been roughened with sand paper. It is clear that

the photonic behavior of a rougher surface could be rather difficult

to model or perhaps even measure. Indeed, the rougher surface

was too diffuse to be measured with the constructed device. It must

be noted here that the measurement of TiP1500 could certainly have

been performed, but the indicated low detection dynamics would
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have created too much an error in the end results, and the TiP1500

was omitted.

The surfaces roughness from AFM measurements for each of

the surface is listed in Table 5.1. We note, that the roughness might

not directly indicate water contact angle values, but this is under-

standable, as the material crystal structure should be the primary

effecting factor in contact angle (surface energy). There are methods

for correcting contact angles from surface roughness, but it is not

done here, as we merely wanted to see the water contact strength

and physical roughness.

5.1.3 Titanium heating

Because titanium has a natural tendency to form a thin oxide layer

[35,36], this property was investigated if it affects adsorption in any

way. If the pure titanium reacted inside the liquid environment,

this could create super–positioned changes which would make it

difficult to observe the actual adsorption phenomenon. Therefore,

the TiHT samples were exposed to slightly extreme conditions com-

pared to normal room conditions. A few titanium samples were

exposed to 200 ◦C for five hours and the surface was inspected

with WVASE.

Figure 5.2 shows the effects to the measured sample surface re-

flection per polarization. It can be noted that some reaction occurs

to the surface during the heat treatment. The refractive indices were

measured and the results are presented in Figure 5.3. The difference

between monotonic refractive indices and ellipsometric parameters

should also be noted. In this case, the Ψ values show clear shape

differences between Ti and TiHT samples.

The reference used in Figure 5.3 is for evaporated thin films

[353]. It is not uncommon to see such references which only state

the base material regardless of the method. Inspite of this reference

using evaporated Ti, there is a high resemblance to the refractive

index measured here. These similarities might be from oxidation or

from general crystal structure changes in the titanium as a bulge at
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Figure 5.2: Reflectance of s and p polarization from Ti and TiHT in the

range of 400 to 2000 nm.

750 nm appears, much like that in the evaporated thin films [353].

Here we do not concentrate too much on the oxidation process of

titanium,a but simply note that the surface chemistry of titanium

makes this oxidation possible, and some change happened through

the heating. Consequently, there might even be a thin oxide layer

on the assumed pure titanium which could affect the photonic ob-

servations. The observed changes might be due to the natural ox-

idation layer thickening or a new one forming. The main reason,

however, for the TiHT was to determine the effect on adsorption,

which will be discussed later.

aThe surface chemistry of titanium dioxide is incidentally the name of one work of

Diebold ([191], 2003). This huge review has nearly 200 pages and 800 citations in

it and covers most there is to know about titanium dioxide.
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Figure 5.3: Refractive index: a) real part n, b) imaginary part κ. Also

showing c) Ψ, and d) ∆ for both Ti and TiHT. Literature values by Johnson

[353], are also presented.

5.1.4 Justifying the numerical models

The ray–trace model (RTM) calculation for a thin–layer evaluation

was constructed. This was done in aim to connect theoretical ad-

sorption with real measurements for further analyses. Evaporated

quartz samples were measured with the WVASE and the numerical

model was compared using the ellipsometric parameters Ψ and ∆.

Figure 5.4 shows a single–layer equation (LSE), a measured (WVASE),

and a ray–trace model (RTM) for a pure evaporated copper surface.

Reason for using the copper surface is the certainty to get accurate

base–material refractive index. As discussed above, titanium could

have naturally occurring thin layer of oxide on them, which could

create error between measured and calculated signals. Thus, the

134 Dissertations in Forestry and Natural Sciences No 180



Results and discussion

300 400 500 600 700 800

30

35

40

45

Wavelength [nm]

Ψ

 

 

300 400 500 600 700 800

80

90

100

110

120

Wavelength [nm]

∆

 

 

WVASE

Fresnel

RTM

WVASE

Fresnel

RTM

Figure 5.4: Comparison of measured (WVASE), and calculated Ψ and ∆

values from a pure copper surface. Calculations show a Fresnel equation

and built ray trace model (RTM) evaluated values.

justification was done using a freshly evaluated evaporation of a

copper layer. The copper layer was 100 nm of copper on a glass

substrate, which was thought to represent a bulk material.

The pure copper surface show great agreement of calculated

and measured data in Figure 5.4. The second surface was a 55.5 nm

of evaporated quartz on the firstly evaluated layer of copper. Mea-

sured and calculated reflection, as Ψ and ∆, are shown in Figure

5.5. The theory used in this case, was the simple layer estimate

(SLE) from Equation 3.59 (on page 3.59). All of the data match

nicely, but that said, Figure 5.5 also shows the supposed 55.5 nm

evaporated surface. However, the model clearly shows similarities

to a 74 nm evaporated layer thickness of quartz.

Two justifications were presented for the ray–trace model: a

copper surface, and a quartz thin layer further evaporated on that.

While the theories concur, the reality of the evaporation is another

matter. The thickness difference between the quartz layer thickness
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Figure 5.5: Comparison of measured (WVASE), and calculated Ψ and

∆ values from copper with an evaporated thin layer of quartz, showing

both the single–layer estimate (SLE) and the constructed ray trace model

(RTM) results for 74 nm quartz layer.

and the manufactured surface is thought to be from the evaporator

device and the chosen refractive indices. The crystal that detects

an evaporation process was seen to be very lazy in the status up-

date frequency and the electron beam controller in the evaporator

was a manual one. We have no doubt the thickness error could

be due to the evaporation process and that the thickness of the

quartz layer is actually the amount that the model predicts rather

than what the device indicated during the evaporation. However,

another reasonable explanation for the variance would be the differ-

ence in the theoretical refractive indices and the actual evaporated

surface, because quartz is birefringent material and only a single

spectral refractive index for the quartz was used in the numerical

evaluation.

Still, the overall average error between measured and theoret-

ical values was around two percents. Also, the ideological dif-
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ference in the models should not be forgotten; the SLE is a sin-

gle equation constructed from a sum series and the other a com-

plex coordination–based C++ program that is constructed from the

ground up. All in all, the error seems tolerable and provides infor-

mation, that the ray tracing works sufficiently for further analyses.

Performance

Because we deal with parallel computing, we must naturally com-

ment on the performance of the model. As discussed in section

4.4.6 (page 125), the parallel processing (PAP) power provides only

some benefits to this particular model. It is very powerful tool and

the model benefits from some of the properties of parallel comput-

ing. As discussed above, the challenge to the system is the number

of interactions. The number of interactions increase the size need

of an individual traced ray, which is the limiting factor in the nu-

merical construction. Figure 5.6a shows this dilemma numerically.

Figure 5.6a indicates the increase in allowed interactions and the

calculation time is observed.b The number of allowed interactions

N created 2N + 1 elements in the calculation vector and Figure 5.6a

clearly shows this polynomial increase in trace time, when the al-

lowed interactions are increased.

Compared to the increased interactions, Figure 5.6b shows ex-

cellent performance results. The required time for a perfect parallel

calculation is flat for any added calculated elements, and the per-

formance of the ray–trace is very close to that. In addition to the

wavelength count shown in Figure 5.6b, the numerical evaluations

are performed for both polarizations at the same time.

As discussed in section 4.4.6, the ray trace execution has prob-

lems in dealing with the numerical dispersion of the individual ray.

Each interaction divides the light into two additional components

and if a position is recorded, it creates an increasing need for stor-

bIn the performance part, the model was a 10 nm layer of molecules on tita-

nium inside a water block and the full environment contained 26 triangles in the

collision detection.
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Figure 5.6: Time required by a ray trace environment according to a)

increased ray interactions and b) increased wavelength count.

age space to store and processing time. A paraxial system with only

a transmitting rays could highly benefit from this performance, if it

were calculated using parallel computing.

We also understand, that the built system could be interpreted

as rather overly complex for the evaluated environments. However,

we are not indicating, that the simple systems should be used, and

the benefits could be immense in more complex calculations. The

complexity of system models is discussed below.

5.2 OBSERVED KINETICS

The measurement and discussion of the kinetic behavior of parti-

cles is one of the objects of this study. There are several points

to consider and measurements to show. Firstly, we check the sig-

nal of the light source detector and discuss the temporal signals

recorded. Only then will we continue with the actual adsorption

kinetics. Once we have observed the changes in the photonic sig-

nals, we will estimate the adsorption.

In the following we will refer to the real measurements; there

are also three important signal sources to recall from the previous

chapter. The measurement system recorded signal through three

fibers at the same semiconductor sensor. These three signal sources

138 Dissertations in Forestry and Natural Sciences No 180



Results and discussion

will be referred to as fibers or signals. The word “detector” for

each fiber is avoided since all these fibers were guided to the same

detector. We should recall from section 4.3.1 (page 104) that the

light fiber is the fiber recording the light source, the reference fiber

records the signal which passes through the cuvette, and the third

fiber, the sample fiber, records the reflection from the sample inside

the cuvette.

5.2.1 Temporal signal challenges

Light source

When discussing any photonics system the light source should al-

ways be one of the first matters to consider. Not only for an emis-

sion range, but also for quality. This is not always easy. In this case

the multifiber device enabled concurrent measurements of a light

source while the actual kinetics were observed.
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Figure 5.7: Normalized measured signal from a light detector fiber from a

measurement. The shown signal wavelength is 631 nm.

Figure 5.7 shows a light signal from a measurement. While the
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light source was always stabilized for two hours before any mea-

surements, there is always temporal noise in the light signal. The

noise in Figure 5.7 is not only a fast changing signal, but it seems

that two noise signals, slower and faster, overlap.

The deviations shown in Figure 5.7 are very real. The light

source signal shows one percent deviations nearly constantly over

time. In this particular measurement the light source also shows a

descending trend. This trend represents some signal changes hav-

ing even longer period deviations, as in some measurements the

same trend was ascending. As the aim of this study is nanode-

tection, we will most likely discuss small changes, which could be

difficult, if the the light source has a lot of constant changes.

Signal noise and correction

Indeed, the light source signal proved not only useful observation

but a mandatory addition to this study, because of parallel record-

ing, some of the fast temporal changes of the light source fiber and

sample fiber signals were the same. This enabled the correction of

the sample signal deviations on a whole new level. It could be as-

sumed that any semiconductor device has a different fast–changing

signal–independent noise compared to others. If we measure a light

source signal and a signal through a sample, these signals would

have independent fast deviations, though not in this case, as the

multifiber system shares some of the noise properties among the

measurement fibers.

Because of the parallel recording, all of the signals were actually

divided by the light signal before the final analyses. This corrected

the light source deviations quite a bit. As the photons pass through

the system and the liquid cuvette, this correction is certainly im-

perfect as there is an arbitrary level of difference between the light

source and sample signals. In other words, the light source could be

considered to have a signal–independent noise while the other also

has a signal from the liquid cuvette. The sample signal was fixed

by dividing it with the light source signal, and with this, there is
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Figure 5.8: Measured and a normalized signal point swarm from a ref-

erence fiber without light correction (left inset) and with light correction

(right inset). The measurement wavelength was 631 nm. Particles were

injected into the measurement cuvette at around 45 min.

bound to be some error. However, as mentioned above, this enabled

the measurements. As an correction example, Figure 5.8 shows a

signal passing through the measurement cuvette (reference fiber)

and the same signal divided by the corresponding normalized light

source signal, as in Figure 5.7.

The effect of the light signal division was immense, even to the

point that it indicates a clear change occuring in the signal on par-

ticle addition. Indeed, Figure 5.8 shows a signal where at approx-

imately 45 minutes, the molecules are injected into the liquid cu-

vette. It is not obvious in unfixed signal.

The correction can also be evaluated with two numerical obser-

vations. First, fast temporal signal deviations can be observed with

the signal to noise ratio SNRdB. This is expressed in Figure 5.9,

with a constant observation window of five minutes (150 points).
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Figure 5.9: Signal to noise ratio of a raw and a light–corrected signal

with a five–minute observation window at 631 nm. Higher values indicate

lower noise.

Even decibel improvements as high as ten can be seen in this signal

to noise observation between a corrected and a raw signal. Please

note, that the high signal to noise ratio comes from the observed

small time window, which is not so visible in Figure 5.8.

A second numerical estimation could be done to describe the

overall stability of a signal. While there might be several possibil-

ities, the sum of a derivate was selected here to be an evaluator.

Hence, a signal was derivated and a ten–minute observation win-

dow used. The sum of the absolute value of the derivate describes

how much the overall signal varies in that observation window, or

if there are larger trends in the data. The evaluated signal increases

if the signal grows unstable. Figure 5.10 shows the derivate sum

and further shows that a corrected signal not only has better signal

to noise ratio but is also more stable than a raw signal.
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Figure 5.10: Sum of the absolute values of the derivate of a raw and

a light–corrected temporal signal with a ten–minute observation time t

window at 631 nm. Lower values indicate better temporal stability.

5.2.2 HSA protein isotherm

Similar to Figure 5.8, the particle injection induced measured signal

changes from the sample fiber which could be evaluated. So, sev-

eral concentrations of HSA were measured on titanium surfaces,

and the changes recorded. Figure 5.11 shows such changes as

isotherm. This isotherm is usually shown by an ascending satu-

rating curve, but Figure 5.11, in contrast was chosen to show the

descending trend related to descending photonic signal.

The isotherm presented in Figure 5.11 is calculated from a signal

change with a five–minute average three minutes after the protein

injection. The observed signal change is calculated from ∆. Ψ val-

ues did not show as strong a correlation. As only one protein was

evaluated for the isotherm, no further parametrization for the func-

tion is done. From the isotherm, it could be possible to observe

particle differences, as well as the adsorption saturation. Here we

only note that Figure 5.11a fit indicates signal saturation after 4 µM
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Figure 5.11: Measured HSA concentration and amount of adsorption

evaluated from ∆ values having a) the theoretical shape of a logarithmic–

shape isotherm, and b) a linear correlation of this logarithmic isotherm

showing a linear correlation coefficient of -0.94.

concentration. This is to be expected as 4 µM is already rather high

concentration.

As one of the research aims was to determine if it is really pos-

sible to measure an adsorption of proteins, we could discuss this

matter here. This further creates the need to present a sample sig-

nal and a reference signal through the measurement cuvette. As

the theory indicates, the isotherm could indeed present a logarith-

mic behavior of signal changes. Here we will assume that this is

an actual signal change from the proteins that are injected and ad-

sorbed. Figure 5.11 shows a single wavelength observation and a

linear fit of the isotherm. Figure 5.12 shows the linear fit correlation

similar to Figure 5.11b, by wavelength, calculated between photonic

signal change and logarithm of concentration, of all of the 12 HSA

concentration measurements.

There are a number of clear factors to consider regarding the

graphs in Figure 5.12. The first is similarities. This demonstrates

that the signals are from the same environment, and despite that,

the wavelength–dependent shape similarities are interesting. The

higher positive correlation indicates that the signal generally in-

creases as a function of the protein concentration, or follows the
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Figure 5.12: By wavelength, the linear correlation between logarithm of

concentration and Ψ, ∆, as well as raw reference signal change.

isotherm model. Similarly, a negative correlation indicates decreas-

ing isotherm and signal.

As discussed in section 4.3.1, the light source may contain inter-

ferometric filtering. At least Figure 4.6, on page 106, was a strong

indication of that. Furthermore, it might not simple be coincidence

that the Ψcor correlation interestingly dips at around 770 nm, 850

nm, and 930 nm in Figure 5.12, as these are the observed local min-

ima of the emission spectrum of the light source. Some filtering

could also affect Ψcor and ∆cor towards higher wavelengths. This

makes it clear that there might be some unreliable regions in the

spectrum for adsorption observations. Indeed, when we look at the

Ψcor and ∆cor correlation functions in Figure 5.12, we note that the

sum of the Ψcor and ∆cor correlation is near one. This seems logical

as these parameters are connected is some way and calculated from

the same signal.c The sum of the absolute values |Ψcor| + |∆cor|

was plotted (Figure 5.13). The exact idea of this plot was; assum-

ing that Ψcor and ∆cor are mathematically inseparable, to determine how

suitable these two variables together are in describing the concentration C

cMore so because the Ψ and ∆ theory strongly connects the relation between

these two parameters.
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induced changes S to the photonic signal assuming that the change fol-

lows the linear correlation of the relation of log(C) and S. While this plot

is noisy from wavelength to wavelength, the sum is stable in the

range of 450 nm to 750 nm and dramatically then dips at higher

wavelengths. If the plot of Figure 5.12 were stable, the wavelength

could be said to have a balanced explanation effect. However, the

clear dip after the 750 nm could indicate that the spectrum should

perhaps be considered unbalanced. Because of this particular ob-

servation, wavelengths higher than 750 nm should be separately

considered if they show inconsistent results.

400 500 600 700 800 900

0.2

0.4

0.6

0.8

1

1.2

|Ψ
c
o

r|+
|∆

c
o

r|

Wavelength [nm]

Figure 5.13: Sum of |Ψcor| and |∆cor | correlation as a function of a wave-

length.

So, it seems that particles are also observed in the signal changes

from the titanium surface, but the wavelengths are open to inter-

pretation. The adsorption seems to be explained fully at 460 nm

(Figure 5.11) from the ∆cor with a isotherm correlation coefficient

of -0.94, but, on the other hand, the validity of the explanation de-

creases from there. The light source already provides light (Figure

4.6) from wavelengths below 400 nm, but it seems that the valid

analyzing range starts after around 450 nm (Figure 5.12). However,

the reference signal has a small correlation to the added proteins

at the 460 nm wavelength. Furthermore, the reference photon path
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through the cuvette is tilted by design. The reference beam enters

the cuvette with a large angle of incidence and the reference signal

should have the largest amplitude changes, if the effective liquid

refractive index changes, or there are adsorbed particles in the liq-

uid cuvette window. This would indicate, that the high correlation

is indeed from the particles near the titanium sample surface and

that the adsorption can be detected.

Although, one more consideration should be mentioned. Mea-

surements and numerical observations in this section are only for a

human serum albumin (HSA) protein, setup, and titanium sample.

It cannot be directly claimed that all proteins follow these same

trends and rules. Thus, a benefit of this section is that we could

conclude that the adsorption can be measured and that we indeed

receive different responses from different wavelengths.

It could be speculated, because of the additional spectral infor-

mation shown, that we are seeing the physical movement of the

measurement beam or the Fresnel coefficients get effected due to

small refractive index changes of the buffer itself, not the adsorbing

particles.d Incidentally, this is again rarely spoken of. The liquid

environment brings, not only variables that affect the adsorption it-

self, but also adds to the fundamental photonic variables. Here, we

will continue with the assumption, that the signal change indeed

comes from the adsorbing particles, but also understand that other

explanations could cover for the small changes. Indeed, the sig-

nal might still show adsorbing particles, but the signal could also

be consisting of several overlapping changes where the adsorption

is only part of it. This could, for example, explain the device–to–

device differences and could be one explanation for the literature

refractive index variety.

dThe measurement beam is not spatially flat, so even very small changes in

spatial movement might be detected.
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5.2.3 HPF protein kinetics

HPF vs. HSA adsorption

Section 5.2.2 claimed that the observation of protein adsorption

could be possible but the wavelength response should be observed

with caution, if it shows any oddities. In this section, we change

the measured particles to human serum fibrinogen (HPF).
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Figure 5.14: Signal of different protein on a sample surface to normalized

Ψ and ∆ from a measurement at 638 nm.

Initially, from Figure 5.14, we note the signal change differences

between an HSA and an HPF measurement. According to theory,

there should be clear amplitude difference in the changes when

comparing the kinetics of a smaller and a larger molecule on same

surface with the same concentration. Figure 5.14 shows a single

wavelength signal from a titanium surface. Both proteins have the

same concentration but because of the mass difference, the HPF

signal is significantly larger. For clarity, the figure plots only one

point per minute.

Figure 5.14 also shown the kinetic behavior of both proteins.

While HSA has much smaller signal, the time–wise saturation seems

to happen somewhat at the same time. It is interesting to see, that

long–term signal recording might not be all useful as the observed

signals starts to oscillate. We note that the first 20–30 minutes of the

measurement the signal saturates with clear signal changes before
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the oscillation occur. Furthermore, it is not uncommon to see dif-

ferent temporal trends within a single measurement. For example,

there is clearly visible approximately a ten minute interval oscilla-

tion during the measurements, which occurred with all samples.

This waviness of the signals could be from adsorption desorption

or from the mixer creating turbulences into the cuvette. This be-

havior was observed in all measurements and similar behavior has

been seen in the literature [329].

Furthermore, the signal changes immediately after the injec-

tion of the proteins could be interpreted as very simple adsorption,

where all possible adsorbing sites for the protein are filled. After

this, the interpretation becomes more or less speculative. The signal

changes could be, for example, from protein packing, where there

is higher disorder in some point of the adsorption, after which the

adsorbed layer readjusts.

HPF kinetics

As mentioned above, a total of 12 samples were measured in the

HPF measurements, three repeats per type. More could have been

measured, but this was seen irrelevant due to the fact that each mea-

surement took time and because each measurement was observed

to be highly repeatable. It must also be noted that the cuvette was

quite large in size so the protein consumption was rather large per

measurement, and it was financially wiser to make only a few care-

fully selected fundamental measurements.

Figure 5.14 shows an example of an observed signal for a sin-

gle wavelength. Since these measurements have two dimensions,

time and wavelength, any presentation of data can be tricky. One

attempt to show the Ψ and ∆ signal changes for all of the measure-

ments concurrently, can be seen in Figures 5.15 and 5.16.

Figures 5.15 and 5.16 both show same axes. The wavelength

increases from top to bottom and time increases from left to right.

The overall time frame is 35 minutes and the injection is in the

left–hand side. Single row of images represents one sample type.
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Figure 5.15: Ψ change visualization of all of the samples. In subfigures,

each row has a sample type and columns are repeats. The horizontal axis

presents an overall timeframe of 35 minutes while injection is in left–hand

side. The vertical axis shows wavelengths from 456 nm to 810 nm from

top to bottom and the colors slide from blue to red showing normed values

from 1.0 to 1.025. Each column represents a repetition sample s1, s2, and

s3, respectively.

Each type could be separated, except for the Ti and TiHT, which

show very much the same signal changes. Already on this basis we

could assume that TiHT has not gained or lost any specific proper-

ties during the heating process and these measurements could be

essentially interpreted as similar.

Overall changes on Ti and TiHT are an increasing Ψ and a de-

creasing ∆, which is in accordance with the literature on adsorption

studies of protein on titanium [331]. The signal change after injec-

tion seem rather rapid with all surfaces as particles quickly satu-

rates the surface. As Figures 5.15 and 5.16 cover a time span of

more than half an hour, we can see that most signals calm down

10–20 minutes after the particle injection. Even after the change sta-
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Figure 5.16: Visualization of ∆ change in all of the samples. In subfigures,

each row has a sample type and columns are repeats. The horizontal axis

presents an overall time frame of 35 minutes while injection is in left–

hand side. Vertical axis is wavelength from 456 nm to 810 nm from top

to bottom. Each column represents a repetition sample s1, s2, and s3,

respectively.

bilizes, the signal continues to vary over time. Still, all change types

are very clear and systematic to sample type.

Naturally, the statistical changes were evaluated from the data

in Figures 5.15 and 5.16. If we mark the injection time as tinj, the

starting period signal level was evaluated as a signal median of tinj

minus 10 minutes to tinj minus one minute range. Similarly, this

time interval was evaluated against a median of signal in a time

range tinj plus 10 minutes to tinj plus 20 minutes.

Figure 5.17 plots these changes in Ψ and Figure 5.18 the changes

in ∆. One common factor noted in the HSA isotherm measure-

ments is a sudden dip after 700 nm wavelengths. While the light

source still has intensity in that region, and also the plots of Figure

5.17 seem to show this discontinuity of spectral trend in the higher
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Figure 5.17: Ψ changes, in percent, following a HPF injection by sample

type.

wavelength area.e

Overall, the Ψ change is positive. This shows that the polariza-

tion amplitude relation changes. Similarly, the phase–descriptive

variable ∆ shows negative phase changes. Naturally, we want to de-

termine if a reference signalf demonstrates the same trends. While

some follow similar trends, the sample types no longer group, as

they do with the sample signal Ψ and ∆. Figure 5.19 shows an im-

portant set of signals measured from the reference fiber. Firstly, the

changes are larger than with Ψ and ∆, and secondly, the changes

both show a similar trend. This is most likely because all of the

signals need to follow the spectral shape of the refractive index of

the used buffer. The ellipsometric parameters Ψ and ∆ are gener-

ated from the polarization changes occurring on the sample surface

eA certain part of the spectrum would be a range, but here we also discuss the

temporal dimension which generates an overall area.
fA Reference fiber or a reference signal was measured from the beam that traveled

through the liquid cuvette.
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Figure 5.18: ∆ changes, in percent, following a HPF injection by type.

while the reference signal changes are generated by changes in the

liquid refractive index and possible adsorption on the cuvette win-

dows. An important matter to note here is the lack of systematic

results measured from the reference fiber. While it might still be

possible that the proteins are detected on the cuvette window, the

lack of polarization knowledge makes this impossible to verify, or

even repeat.

The manual alignment of the measurement fibers must play a

major role in this study. Every time the sample was aligned, the

geometry was slightly adjusted, which could explain the sample to

sample differences observed with the reference fiber. All plots in

Figure 5.19 should essentially be the same. There is no reason why

one of the plots should be different from another. Still, some dif-

ferences exists. Changes are seen as similar spectral shapes, but,

for example, the smaller wavelength position shifts. The liquid en-

vironment in this setup acts as a prism that divides the light into

components in the case of the reference beam (see the setup in Fig-

ure 4.5 on page 105). This could easily explain the different changes

Dissertations in Forestry and Natural Sciences No 180 153



Niko Penttinen, Photonic adsorption studies in liquid:
devices, models, and an ellipsometric approach

450 500 550 600 650 700 750 800
−14

−12

−10

−8

−6

−4

−2

0

2

4

6

Wavelength [nm]

R
e

f.
 c

h
a

n
g

e
 [

%
]

 

 

Ti

Ti
HT

Ti
CH

Ti
nano

Figure 5.19: Changes, in percent, in a reference fiber signal following

a HPF injection by type. Plots are smoothed to better show those that

overlap.

since the initial position of the measurement fiber for the photon

beam was manually aligned. But through this, we also understand

why the ellipsometer can be said to be robust and repeatable, as the

Ψ and ∆ are so repeatable.

Finally, it must be noted, that the valid range for wavelengths

vary, and the 475 nm to 525 nm range becomes important. In Fig-

ure 5.12 (page 145), the correlation was the highest in this area. We

also note the similarities between ∆ correlation in Figure 5.12 and

Figure 5.19. The high correlation of Ψ in Figure 5.12 and low corre-

lation of ∆ could be a telling tale about physical, photonics–related

changes in the cuvette, and not as detected adsorption. But, then

again, we must keep in mind, that while these signals are corre-

lated, they are very much different, and we are now discussing two

different proteins. Like previously mentioned, the sample and the

reference fiber measure very different geometry, despite they are

measuring the same environment. Reason we are not going into
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more details about the reference signal, because it would essential

require adsorption analyses of the cuvette windows, which would

be a whole another study. So comparing the reference and sample

fiber is not fully justified, but could provide extremely valuable in-

formation, and should be included in adsorption study. Here we

note, that the reference fiber cannot explain the sample signals, and

that the samples analyzed with reference fiber don’t have changes

that could be identifiable.

5.2.4 Signal from numerical models

Monolayer

As the changes in the ellipsometric signals are shown and seem

systematic, let us observe how in theory the signal would change.

Firstly, a monolayer model is observed. The monolayer was used

with the three different refractive indices presented in Figure 4.15

(page 122). The reason for using several refractive indices is the

previous discussion of mismatching literature values (see section

2.7.6, page 61) for the refractive indices, and to really observe how

the selection effects the numeric values.

Figures 5.20 and 5.21 show Ψ and ∆ changes in percent. The

percentage is compared to the plain surface without the monolayer.

Both figures show an increasing layer thickness, having thickness

on horizontal axis from 0 to 40 nm. The data is presented with as

few colors as possible to make the changes more visible.

The simplest thing to observe in Figures 5.20 and 5.21 is that

each shows increasing Ψ and decreasing ∆ as the function of in-

creasing layer thickness. We must bear in mind that this is generally

true only for thin layers as is the case here. The layer thicknesses

are very small. Still, they are also the layer scales that the literature

deals with, so there is no point in evaluating vastly overly thick

protein layers.
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Figure 5.20: Model–predicted Ψ changes, in percent, as the function of

monolayer thickness for the each refractive index (left to right): n1 (λ),

n2 (λ), and n3 (λ). Vertical axis shows wavelength in nanometers, and

horizontal is layer thickness from 0 to 40 nm.

Multilayer

In comparison to the monolayer, the multilayer model estimated

a constant thickness of adsorbed molecules having increased den-

sity over time. The density increasing was made increasing the

layer count and the density was modeled to increase more near the

adsorbent (titanium) surface. Figure 5.22 shows the results, as a

relative change, for both Ψ and ∆.

We can see, that there is constant increase in both Ψ and ∆ when

the layer count (density) of the fixed thickness of proteins is in-

creased. Furthermore, when compared to the results of monolayer

presented in Figures 5.20 and 5.21, we notice, that the changes are

far more greater with the multilayer model. Indeed, the gradient

actually couples the photons more strongly towards the adsorbent

and larger changes in polarization are generally observed.

This again is excellent result to discuss. If the model is changed
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Figure 5.21: Model–predicted ∆ changes, in percent, as the function of

monolayer thickness for the each refractive index (left to right): n1 (λ),

n2 (λ), and n3 (λ). Vertical axis shows wavelength in nanometers and

horizontal is layer thickness from 0 to 40 nm.
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Figure 5.22: Five layer models and their respective signal change, in per-

cent, to a) Ψ and to b) ∆.

to a gradient version of the adsorption, the changes to polarization

are bigger. This would indicate, that using a gradient model to

calculate the adsorbed amount of particles, the result would show

Dissertations in Forestry and Natural Sciences No 180 157



Niko Penttinen, Photonic adsorption studies in liquid:
devices, models, and an ellipsometric approach

smaller adsorbed thicknesses than the corresponding monolayer

model.

Geometry

One of the calculational models was to model the situation where

a measurement beam is actually tilted in the incident plane. Nat-

urally, the goal is always to aim the beam as much as possible in

the zero incident angle towards the liquid cuvette window, but as

the alignment work is generally done by hand, it not so common

to have some degree of tilt in the beam. Here we calculated the

induced changes of a five–degree tilt on either side of the measure-

ment beam (sample fiber) in the incident plane.
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Figure 5.23: Effect of the measurement beam angle. The two on the left

are for a -5 degree tilt (θ−5) and on the right for a +5 degree tilt (θ+5). a)

and c) show Ψ change difference while c) and d) the ∆ change difference.

In each sub-figure, vertical axis presents wavelength in nanometers, and

horizontal axis presents the monolayer thickness.

This model is constructed in a similar manner to the monolayer
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calculations. The refractive index for the protein layer modeled was

n3 (λ) (to induce the largest changes) and the layer thickness was

evaluated from zero to 40 nm. Figure 5.23 shows the percentual

changes of both tilt directions on both Ψ and ∆. It can be noted that

the directions have similar amplitudes but opposite effects. The θ−5

shows smaller than expected values for Ψ and larger for ∆. The

effect is the opposite for the θ+5 direction.

This holds for the n3 (λ) refractive index, and this is the reason

for the results being presented in percent. The change is not that

great, but misalignment in the incident plane could generate false

results as either larger or smaller adsorption amounts depending

on the very small error of five degrees in the alignment. And as

we have seen, the signal changes are not that big to begin with. So

even a small misalignment could play a part in the final results.

5.2.5 Model–predicted adsorption and model goodness

The model for the predicted amount of adsorption was constructed

as described in section 4.4.4. Essentially, it is just a linear fit of

calculated monolayer thicknesses in relation to Ψ and ∆ changes.

This fit, facilitates calculating the actual thickness of the material

when observing the signal change of both Ψ and ∆.

The fit for the value change is performed for both Ψ and ∆.

Thus, each measurement can generate a thickness estimate per wave-

length and per time. Figure 5.24 shows the Ψ evaluated thickness

for each sample measured. Unlike the original signals in Figures

5.15 and in 5.16, Figure 5.24 shows a vertical axis from 500 nm to

700 nm for more accurate estimations. Figure 5.24 evaluations are

made using refractive index n3 (λ) in the model fit.

The goodness of the fit could be estimated with different meth-

ods. Because both Ψ and ∆ can be used to evaluate the adsorbed

particle layer thickness, the difference in the thickness, they indi-

vidually estimate, can be observed. If the basic model is correct, Ψ

and ∆ should agree on the particle monolayer thicknesses. That is,

the difference of Ψ and ∆ predicted thicknesses can be used as one
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Figure 5.24: Predicted temporal thickness of protein from the monolayer

model. Each vertical axis shows wavelengths from 500 nm to 700 nm from

top to bottom. Colors represent nanometers of protein thickness.

model goodness evaluator.

Figure 5.25 presents the difference of Ψ and ∆ predicted differ-

ences by wavelength. Essentially, values near zero predict a good

fit and, correspondingly, increasing values are an indication of the

model failing. Note that all samples are purposely displayed. The

calculated model is for proteins and the titanium surface, despite

we also present the TiCH and Tinano measurements here. In Figure

5.25 the third row shows the TiCH surface measurements. We can

clearly see that there is a systematic disagreement between Ψ and

∆ in the model. This is not surprising as the model has not been

suitably constructed for the TiCH surface while Ti and TiHT both

show suitability for the used model. The function of measuring the

very different TiCH surface was to see that the photonic signals are

different and to evaluate the model goodness with “wrong kind of”

surface.

Similarly, the measured nanoparticles are another good example
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Figure 5.25: Difference in Ψ and ∆ predicted temporal thickness of protein

from the monolayer model. Each vertical axis shows wavelengths from 500

nm to 700 nm from top to bottom. Colors represent nanometers of protein

thickness. Smaller value indicates better fit.

of the model suitability evaluation. Tinano shows consistently good

fit of the model. Still, this might indicate that the model evaluation

is more sensitive to the sample material as all surfaces Ti, TiHT,

and Tinano are essentially measured on titanium. However, we must

note that the Figure 5.24 shows low thickness values for Tinano. If

the changes are small, this type of evaluation of goodness of the fit

is not reliable.

On the basis of data in Figure 5.24, there is some access to the

spectral statistics of the formation of temporal monolayer. Each

horizontal line in the sub–images of Figure 5.24 show a temporal

thickness evaluation for one wavelength. If we assume that the

model is correct, then all such lines should statistically describe a

temporal monolayer thickness. Thus, all samples were evaluated

by calculating a median of all the temporal signals over the wave-

lengths. Figure 5.26 shows such statistics for Ti and TiHT surfaces,
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Figure 5.26: Statistical thickness calculated from all measured temporal

spectra for Ti and TiHT samples. Time axis shows time from HPF injection.

The lighter plots show the standard deviation per sample.

the valid model surfaces. Both a median signal and standard devia-

tion contours are shown. As we can see, very little difference could

be in the titanium surfaces; despite some of the spectral differences,

the surfaces behave statistically the same. This, however, could be a

misinterpretation. As the theory concerns pure titanium, the model

could predict small differences while this particular model could in-

dicate that the surfaces are quite equal regarding adsorption. While

the errors seem the same, this is not sufficient data indicating that

the model would be perfect for both. This is due to the underly-

ing changes that could have been caused by the heat treatment (see

Figure 5.3 on page 134). However, for clarity, we will assume the Ti

and TiHT surface equal as adsorbent from now on.

Finally, the statistical observation of model goodness can be per-

formed for all samples. Figure 5.27 shows one such a plot. Standard

deviations are not shown for clarity, but what is clear is the fact that

the error (Ψ and ∆ predicted thickness difference) is smallest for all

of the titanium samples. This is not surprising, as the adsorbent
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Figure 5.27: Difference if Ψ and ∆ predicted adsorbed protein thickness

in the monolayer model.

refractive index in dominant in any liquid environment photonic

model, but what is interesting is that there is a trend in this good-

ness evaluation. One interpretation could be that if the model is for

monolayer, there might be some transition states, that occur before

the final adsorption state is formed. Other indication of Figure 5.27

is, that a monolayer is not a sufficient model in temporal domain.

The values of Tinano are very low, but also cutting to zero in several

places. This is explained with the small overall signal values with

Tinano measurements. It also indicates that this goodness evaluation

fails with extremely small signal changes, but if there is no signal,

we can also conclude, that the nanoparticles are just not adsorb-

ing from the cuvette volume onto the titanium, or that our device

cannon detect them.

Similarly, the statistical difference of the Ψ and ∆ calculated

monolayer thicknesses, after 30 minutes from injection, is presented

in Figure 5.28, for each evaluated refractive index. This figure in-

dicates that statistically all the used different refractive indices ap-

pear to be more or less the same. However, the TiCH shows sys-
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Figure 5.28: Thickness differences of Ψ and ∆ calculated thicknesses

30 min after the particle injection, for all of the three refractive indices.

Smaller values indicate better Ψ and ∆ agreement.

tematically bad agreement to the model (high difference values),

which was to be expected. Furthermore, from Figures 5.15 and 5.16

(pages 150 and 151), we note that the nanoparticles induce overall

extremely small changes to Ψ and ∆, which explains the seemingly

good model goodness. A possible fix for this could be the usage of

inverse of the signal levels as a multiplier. With that, the goodness

would always be bad with small signals, which is a fair approxima-

tion, because poor signals shouldn’t even be considered in the first

place.

What can be stated about the three different refractive indices

used for the protein monolayer calculations? The calculated end

thicknesses after 30 minutes are presented in Figure 5.29, for each

sample, using the same titanium based monolayer model with the

refractive indices n1 (λ), n2 (λ), and n3 (λ). Recalling from Fig-

ures 5.20 and 5.21 (page 156), the increased refractive index for

the proteins induced larger changes to Ψ and ∆. And because all

of the adsorption results are carried from the numerical model, it

164 Dissertations in Forestry and Natural Sciences No 180



Results and discussion

0

2

4

6

8

10

12

14

16

18

Ti Ti
HT

Ti
CH

Ti
nano

T
h
ic

k
n
e
s
s
 [
n
m

]

Sample
 

 

n
1
(λ)

n
2
(λ)

n
3
(λ)

Figure 5.29: Thickness of the protein monolayer 30 min after from the

particle injection, using the three different refractive indices for the pro-

teins.

is not surprising to see, that the linear fit between signal change

and monolayer thickness predicts the largest adsorption towards

the surface estimated with n1 (λ). In other words, a less dense layer

of proteins requires more thickness to induce a certain amount of

signal change.

Are the results plausible? As discussed in section 2.7, there can

be a wide variety of layer thicknesses in literature, so comparing to

those seems irrelevant. But how about, when we compare to the

particle dimensions? Now we understand, that our “monolayer”

might be a misleading name. We understand it as a monotonic or

homogenic layer, rather than a single adsorbed layer of particles.

We are not indicating that the particles couldn’t adsorb to several

layers with density distribution. Figure 5.29 indicates the actual

layer thicknesses for Ti and TiHT, and they seem to be reasonable.

The crystal form of HPF is around 5 nm thick in the narrow side,g

so the monolayer thickness is plausible for both Ti and TiHT. The

gSee Figure B.1 on page 186.
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TiCH and Tinano are both showing incorrect values as they served as

a model goodness discussion, but how about if the adsorbed thick-

ness would be unreasonably low? For example, the case of Tinano

has been calculated with the protein refractive indices. Protein re-

fractive index is much lower than of titanium nanoparticles, which

indicates that the layer can be said to be near zero with the nanopar-

ticles, because in general, we can list three explanations for a very

low adsorbed layer thicknesses; 1) the adsorption does not occur,

2) the adsorption cannot be sensed, or 3) the adsorption sites are

limited. These are all plausible explanations for the case of Tinano

samples. In the case of limited adsorption sites, we might see a few

particles on the surface, but due to the low coverage, we could sta-

tistically observe much lower monolayer thickness values, than the

diameter of a single particle.

5.3 DISCUSSION

5.3.1 Errors and possible contamination sources

The purity of the samples and liquids is the first thing to consider

as an error source. Still, a great deal of care was taken during

the measurement steps. Samples were stored in a closed container

before the measurements and always handled with nitrile gloves

which were initially washed in purified water. The water was clean

with a conductivity of 10 MΩ/cm−1 and the water storage was per-

formed in sealed glass bottles of 100 ml which were changed every

day. The same PBS solution was used throughout the measure-

ments and could be one source of contamination, but a static PBS

source was thought to be more important than creating a new one

every day. The proteins were stored in a liquid no more than 48

hours and were generally stored in a cold environment and in a

crystal form when possible.

Section 5.2.4 presented some discussion on geometric errors, but

this needs to be addressed again, especially in regard to the sensor.

It used a fiber to couple any signal into the spectrometer sensor.

There is a possibility that some error is generated from a misalign-
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ment of the fibers. This is because the coupling angle to a small

fiber end could be a sensitive factor during any measurement. Sim-

ilarly, no large scale polarization analyses were performed for the

used photonic components. This is not a desired approach as the

componets could reveal surprising factors. Due to signal integrity

and repeatability, we are sure that the device work, but further op-

timization through component characterization could be possible.

One clear error source could be the actual thin oxide layer on the

titanium. It could create interference with signals, internally with

Ti sample, as well as when comparing Ti and TiHT samples to each

other. In general, this would not be an issue, but due to very small

signal changes and small layer thicknesses, it could play a role in

the analyses.

There is also very little discussion about the actual liquid. The

liquid was mixed with a mixer at a slow speed throughout the

measurement. This could have some effect on the adsorption phe-

nomenon, on both the attachment and the temporal kinetics of the

adsorbing particles.

However, when discussing the liquid itself, the buffer solution

must be the biggest error source for the photonic signals. Again,

one thing that is left aside. The salt can effect both polarization

as well as the adsorption. It is not said, that after the PBS addi-

tion, the system is not anymore a pure sample–liquid environment.

However, as mentioned above, atomic level evaluation on ions and

adsorption, and covering those in the context of photonics, would

be quite an endeavor.

Notes on the injection

There are several factors in the injection of particles that can affect

the observed kinetics. This is simple to understand because a faster

injected particle could show a faster attachment as the liquid gener-

ally mixes faster. This again provides a faster particle concentration

saturation near the adsorbent surface. At the same time the more

slowly injected particles could show a less aggressive kinetic behav-
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ior. The injection is very important, especially in studies like this.

The cuvette volume is large and the measurements are performed

through the actual liquid. All variations and heterogenicity in the

liquid could be falsely interpreted in a measured signal.

Some studies avoid this by fully separating the sample from the

particle injection. Generally this is done with a flow system where

the particles are put into a separate area in a system or by simply

having a separate container and valves for the particles. This could,

however be a more expensive setup and only solves the injection

portion for the adsorption study. Also, more elaborate construc-

tions provide more room for contamination as the system becomes

harder to clean. Only thing to do, is to say that the effects of both

artificial liquid movements, mixing and injection, are negligible in

regard to the end results.

Environment

The environment and used models are the biggest challenge in pho-

tonic adsorption detection. Usually all of the effect of ions, such as

the ones from salt buffer, are ignored in photonic studies. The only

effecting factor claimed are the added particles. But it should be

understood that the resulting environment is delegate system with

salt and particles, if a salt buffer is used, much like in this study,

and especially with photonic signals. However, reason for ignoring

the environment is simply the factorial complexity of the system.

Thus, in all honesty, the environment can have even strong unfore-

seen effects to the photonic results.

5.3.2 Results

Device and setup

The first clear results were presented in section 5.2.1 (page 139).

There the temporal signal of the fiber spectrometer was introduced.

An important note was made about the device. The multi–fiber

spectrometer actually enabled small particle observations. As the
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observed changes were very low, the signal–level change might not

be visible if the light source correction were impossible. We also

noted that signal correction is a very good operation because the

sample signal and light source signals are measured with the same

semiconductor detector. The correction in the data was estimated to

be very good, because the noise and the shape improvements were

imminent.

The light source was also observed for spectral performance

with the HSA isotherm measurements. Interestingly the light source

might have some unforeseen properties as the explanation rates for

the exponential adsorption isotherm drops after around 750 nm for

the light source. This was taken into account in the HPF adsorption

part so that only the narrow range of 500 nm to 700 nm was used

in calculations. While this is unfortunate since the wavelengths are

“lost”, it could be given as one result, that the quality and perfor-

mance of a light source should be the first thing to consider in any

photonic measurement, without blindly using the full spectrum of

the device. Moreover, the input signal rarely has the same quality

than the actual signal that is gone through the measured system.

Adsorption kinetics

The observed adsorption kinetics were rather dull. Only one ex-

ample was shown in Figure 5.14, which showed the real kinetic

signal of assumed adsorption. The observed saturation of the sur-

face seemed to follow a logarithmic trend without dramatic sample

to sample differences.

The actual interesting part was found to be after around 20 min-

utes of particle injection. The signal seemed to evolve, following a

different trend. This was not further analyzed, but these long term

behaviors could be also helpful in a study where the adsorption

behavior, as a phenomenon, is of interest.
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Numerical methods

The calculated model was constructed with parallel processing (PAP),

which provided a fast way to trace any desired system, albeit with

the few limitations discussed (section 4.4.6). Here we also created

a multilayer model which indicated that one reason for the histor-

ical monolayer observations could be that a the monolayer model

is uniquely defined and thus easy to use. Still, a monolayer with

a solid interface as adsorption model appears to be a very unnat-

ural approach to adsorbed particles. Despite this, the monolayer

approach was further evaluated with several spectral refractive in-

dices. As there was disagreement in the literature on the spectral

indices, basically any desired result would be possible to obtain.

For example, using three different spectral refractive indices, this

study calculated a human plasma fibrinogen (HPF) monolayer of

around 14 nm, 8 nm, and 6 nm adsorbed on titanium, depending

on the selected refractive indices.

The monolayer model goodness was estimated from the agree-

ment of the Ψ and ∆ predicted layer thickness. Only one fixed

model was evaluated against proteins and nanoparticles as well as

two very much different surfaces. The heat treated surface was

not statistically different adsorbent, but the carbon treated sample

showed much more different signals. Again, this was done just

to check if the model works as intended for the protein and ti-

tanium adsorbent and served as an example for model goodness

evaluations. Using single model of different particles and surfaces

was a second kind of model goodness estimation after the Ψ and ∆

agreement. These goodness values were estimated to be reasonable

and expected. More goodness estimates would be welcome in ad-

sorption studies, even primitive ones, as the disagreement was also

observed to change over time.

Both multilayer and monolayer model showed, that Ψ and ∆

changes increase when the density of the layer is increased. Ei-

ther with different refractive index selection in monolayer model,

or with increasing density through multilayer model. This is un-
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derstandable, but is also rarely discussed in literature. It would be

extremely interesting if, for example, the water association to a ad-

sorbent were found to be dominant in a way, that it would require

a very thin layer of water to be modeled on the adsorbent surface,

in all cases. This is just an example, but because it is challenging

to determine nano–scale atomic and molecular adsorption rules, it

could be a possibility. Increasingly so, if a wide variety of samples

with different surface energies were under research.

5.3.3 Effect of the model

The effect of the model is the main focus in this study, so we must

discuss it in more detail. We have already seen the effect of the

selected refractive index, difference of monolayer and multilayer

model, as well as some geometrically induced changes. However,

what is the environment really like? To discuss this, we consider

different hypothetical particle probability distributions P, with dis-

tance da from an imaginary adsorbent P(da). Figure 5.30 shows

two monolayer models with altered density (5.30a) and thickness

(5.30b).
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Figure 5.30: Representation of hypothetical monolayer distribution of par-

ticle location probability P near adsorbent P(da), with particle distance of

da from the adsorbent.

Because the Figure 5.30 shows particle probabilities P(da) with
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arbitrary units, they must be clarified. We could think, that the

surrounding media in the plots of Figure 5.30 is any buffer liquid.

We also notice, that in this kind of speculation, the probability of

particles is always above zero, and places showing larger proba-

bility of particles P(da), leads to lower values of buffer probability

Pbuffer(da) so, that the volume is filled with either buffer or particles,

with P(da) + Pbuffer(da) = 1.

Figure 5.30 also shows different cases for discussion purposes.

Indeed, both figures show traditional monolayer models. If the

cases shown would be considered in time–wise order, Figure 5.30a

would show, reflected to photonic models, a case where the refrac-

tive index of adsorbed monolayer thickness increases from case 1 to

5. Similarly, in Figure 5.30b, we could be observing a temporal shift

of particle density from the buffer towards the adsorbent, having

changing particle density, monolayer thickness, or both, from case

1 to 5. It is clear, that while a photonic model could be easily created

from the illustrations of Figure 5.30, we quickly understand that the

monolayer might be a silly approximation. Essentially, a monolayer

model defines a static predefined limit of interatomic forces, be-

cause somehow, in the monolayer model, these forces seem to stop

after a certain monolayer thickness or other variable is “satisfied.”
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Figure 5.31: Representation of hypothetical normal (Gaussian) distribu-

tion of particle location probability P near adsorbent P(da), with particle

distance of da from the adsorbent.
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Figure 5.31 illustrates more of similar cases as shown in Figure

5.30. We notice, that Figures 5.30b and 5.31a actually represents

similar cases. However, the big difference is, that the situation of

the particle probability near the adsorbent is more natural in Fig-

ure 5.31b. Indeed, the distributions seen in Figure 5.31a are zero–

centered normal distributions. With the more natural continuous

distribution near the adsorbent, we note, that this could be a nat-

ural case, where the adsorbent attracts (from case 1 to 5) the parti-

cles near it, through interatomic forces. Unlike in monolayer, here

the adsorbed particles could fulfill the requirements of interatomic

attraction forces with increased coverage near the adsorbent, thus

creating a continuous particle density gradient.

After this we consider, arguably the most realistic model [122],

which is presented in Figure 5.31b. We notice, that the particle

probability is not necessarily maximized near the surface, but could

located elsewhere. This could be the effect of buffer ions, or simply

induced by water, as discussed in chapter 2. If the surface would

welcome water near it, the probability density center of the particles

could remain relatively far from the surface. And if we discuss

photonic models, Figure 5.31b comes rather far from the traditional

monolayer model of Figure 5.30a. It is also needless to add, that

even in the approach of Figure 5.31b, the cases could go in temporal

order from 1 to 5, and that the complexity would just increase more.

The commonly seen de Feijter’s equation (Equation 2.8, page

64) or similar possible monolayer models, calculate the adsorbed

mass by multiplying the cases of Figure 5.30 with a single selected

multiplier. But when looking Figure 5.31b, we understand, why it’s

more plausible and why we are not showing the adsorption as a

mass.

Sure, it could be argued, that monolayer is “sufficient” approx-

imation, but the question is, sufficient for what? Monolayer will

systematically generate error, because it doesn’t consider any in-

teratomic basics as well as understandably might generate huge

variations between methods and samples. We only conclude, that a

monolayer is just a very crude approximation, and if only arbitrary
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numbers are searched, it might be “sufficient.”

5.3.4 Device selection

Device selection can have an effect on the actual signals that are

evaluated, but as this study essentially covers different polarime-

ters, the theory base is rather the same with all devices. The ellip-

sometric parameters are describing the state of the photons. This

means, that different ellipsometric devices should be comparable

to this study. Selection of the different ellipsometers would affect

the accuracy and the way, for example, how Ψ and ∆ would be

revealed.

Still, the selected device might define both the measured envi-

ronment and used photonic models. Namely, when discussing the

three types of photonic devices listed in section 2.7 (starting from

page 51), the device selection could effect the results immensely,

through the adsorption models. For example, if comparing total

internal reflection to surface reflection ellipsometry (this study), we

note that even if the electromagnetic field system is completely dif-

ferent, the adsorption system will remain complex, and the detec-

tion methods could show differences between them.

Thus, a comparison of different system would be beneficial.

One work like this could be the one of Höök et al. ([278], 2002).

They used both monolayer and random sequential adsorption (RSA)

model for the theoretical calculations. The study measured ad-

sorbed amount of albumin, fibrinogen, and hemoglobin on titanium

surface. Table 5.2 shows the collected results from this work. We

note, from Table 5.2 and from discussion in [278], that there are still

a lot to cover for really solving the real adsorption environment.

Despite of the huge, and seemingly random differences in the re-

sults in Table 5.2 between theory and measured values, we think

that it is still good, because there is at least effort towards combin-

ing the results given with different devices and models. But it is

just more proof of the strong device and model dependencies in

photonic adsorption studies.
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Table 5.2: Adsorption amounts observed in study of [278]. Showing the

theory predicted (Monolayer and RSA) as well as average of measured

OWLS and ellipsometry (OWLS/E) protein mass on adsorbent [278].

Number presented in ng/cm2.

Monolayer RSA OWLS/E

Albumin 226 129 188 ± 22

Fibrinogen 1050 540 424 ± 19

Hemoglobin 298 170 359 ± 41

Finally, we consider the actual possibilities and sensing type of

different photonic devices. As we recall from the Figure 5.31, ad-

sorbed particles could have rather tedious distributions. Then, what

should we demand from the equipment? Short answer is, that the

sensing should go trough the evaluated distribution of adsorbed

particles. That is the only way to make sure that the possible par-

ticle gradient is fully interacted by photons. Thus, even if total

internal reflection and plasmons might be extremely sensitive, they

might not be able to fully explain the particles on the adsorbent.

That said, even the reflection methods like ellipsometry are still in

the beginning of liquid environment sensing, because the used ad-

sorption models remain ambiguous. Even with ellipsometry, the

approach should perhaps be with simplified buffers and particles

as well as assumptions of other than monolayer–type adsorption.

5.3.5 Surface characterization

We need to make one important note on the sample surfaces. As

discussed above, knowing the adsorbent is one key element in an

adsorption study. That said, only a little of that is done in this study.

This is actually common photonic approach. Just to visualize with

electron and atomic force microscope. However, vast amount of

analysis could be possible through more sophisticated surface anal-

ysis. Atomic composition of the surface could be further evaluated,

for example, with x–ray photoelectron spectroscopy (XPS), and the
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atomic force microscopy (AFM) could be extended to measure ac-

tual forces.

However, all these things would also require in–depth analysis.

We understand, that it is not sufficient to state about titanium sur-

face, that it is, indeed titanium. It is far different to characterize the

atom composition to provide a throughout discussion of physical

chemistry, rather than studying adsorption with photonic methods.

In material science, the interest is to characterize the manufactured

surfaces, but in an adsorption study, the analysis should be contin-

ued to more complex chemical, and to dispersion force discussion.

While this study also misses this analysis, we can already conclude,

that it wouldn’t be an easy task, and should be the initial focus of

the study as well as using appropriately selected devices and sim-

plified buffer solutions.

5.3.6 Accuracy and repeatability of the study

Firstly, sample to sample signals seem very repeatable in this study.

The differences are most likely due to small changes in the setup.

The ideal situation would a motorized automatic accurate align-

ment of the measurement beam for all samples. Here the setup is

finalized by hand for all samples. The fiber size is so small that

even a small change in surface position or surface finishing of the

sample in the sample holder allows some photons to avoid the de-

tector fiber. This is not generally a problem, but it can explain small

differences from sample to sample.

Secondly, the particle signals: we could claim that the mea-

sured signal really comes from the particles, not just from another

source such as the HPF protein and the nanoparticles induce dif-

ferent spectral changes in the signal. Not many studies actually do

this but the usage of several particle types, would be beneficial to

determine if the observed signal is from the particles or some other

related change. That is, using both organic and non–organic parti-

cles. If, for example, in this stydy, the nanoparticles had created a

similar change to that of the organic protein, it would have been an
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indication that the particles are not the source of a signal.

Thirdly, it should be mentioned, that the constructed device is

extremely simple. Essentially, it contains only two camera polariz-

ers, halogen light source, and detector. For example, it doesn’t use

waveplate, which would be included in PCSA ellipsometer. It could

be argued, that the multi–fiber detector made these measurements

possible, because of the signal quality corrections of the parallel sig-

nal recording, but it is not uncommon to see a photodiode in PCSA

ellipsometers evaluating the light source signal level. So, we con-

clude, that with cheap elements, you might not get the best result

to signal quality, but it is still possible. It should also be noted, that

there is no evaluation of data during the measurements, such as

rotating optical components to find signal minima (null ellipsome-

try), and because of this, the constructed device can be said to be

functional and robust.

Furthermore, accuracy and repeatability are always key points

of any study. Not only internally, but in a way that peers should

be able to repeat it. We are confident that the device and mod-

els works correctly and the overall results are in fact correct. This,

however, does not account for accuracy in any study. For exam-

ple, the nature of Ψ and ∆ direction ambiguity and possible human

errors must be considered. This is not, however, so important. It

should be clear to the reader that it is not about the accuracy of one

study, but more about the goodness of the model. What was the

environment? What was the actual model? How was the model

goodness estimated? If the goodness has zero evaluation, there is

nothing more to say. Figure 5.29 listed several possible monolayer

adsorption thicknesses. This was the case because the literature

cannot agree on the refractive index of proteins (Table 2.5, page 62).

Even if we already understood, that the refractive index could be a

surface dependent, there seems to be a trend in shifting these po-

tentially system dependent variables readily, without justification,

from system to system.

The aims of this study were listed in section 1.3 and at this

point, should have been covered in the discussion. Still, if ideas
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about parameters in the particle adsorption still lack clarity, it is not

surprising as the literature itself still struggles with the underlying

variables. But it is now clear, why the system model shouldn’t be

a monolayer, but perhaps something more advanced and surface

dependent.

5.3.7 Future

Though we are not clairvoyant, biggest progress in the future of

photonic liquid environment adsorption detection is still most likely

to be seen. The overall aim still seems to focus on the very fun-

damental properties of model environment, such as liquid self–

association and to liquid–to–sample interaction. While some re-

search still focuses on particle–surface interaction, there is no es-

caping the environment, that surrounds the particles.

The complexity of the whole subject of adsorption might arise

from the overlapping of different phenomena. Skimming through

the literature of journal papers is sometimes also mind numbing be-

cause there are so many studies about the adsorption, that actually

provide very little new information about adsorption, but concen-

trate on sample novelty, devices, and observed signals. Thankfully,

not all studies are like this. In particular, work on the systematic

and known alteration of surfaces with at least two parallel methods

could actually help us to determine the needed parameters. Still,

these parameters are usually quite unique per surface and a general

solution for surface–buffer interactions with particle adsorption is

not likely to emerge, as there are so many system dependent vari-

ables. This again highlights the model goodness evaluation impor-

tance in a single study.

Seeing the extent of this introduction–level study and discus-

sion of photonics, addition of chemistry and further atomic physics

seems unreasonable. Indeed, we could speculate, that a single

study or person shouldn’t perhaps try to approach the adsorption

as a phenomenon. It might be possible, but trying to fully cover

all these fundamental variables is troublesome, to say the least.
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However, the challenge is, that all of the fundamental phenomenon

should always be kept in mind, no matter how small of a slide

the study covers, which could prove to be challenging. Finally, and

most importantly, if photonic methods are being deployed, both de-

vice, and the model approach should be matching the phenomenon,

not just using something that is very convenient.
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6 Conclusions

This study provided an extensive and critical look at the history

of the photonic adsorption detection. The current main points of

the phenomena were presented and discussed, covering several

decades of research centering on photonic detection. Furthermore,

the main photonic methods were introduced and discussed.

In the experimental part, the simplest spectral ellipsometric set-

up, a rotating analyzer ellipsometer (RAE), was built to study the

adsorption of different concentrations of both Human Serum Al-

bumin (HSA) and Human Plasma Fibrinogen (HPF) proteins. The

adsorption kinetics in phosphate buffered saline (PBS) buffer solu-

tion were measured for those particles as well as for one concen-

tration of nanoparticles. The isotherm of the HSA was observed

to validate the device in measuring the protein adsorption while

the heavier HPF protein was observed on three different surfaces

for discussion. Several other explanations for the photonic signal

changes after protein injection were also discussed. The discussion

was extended to time and surface types while reflecting the mea-

surements to numerical models of the system.

The numerical method consisted of a ray–tracing system us-

ing parallel computing of the Graphics Processing Unit (GPU). It

showed remarkable potential in the photonic part, but due to the

linearity of ray–tracing the benefits could be even greater in more

theoretical field theory calculations in both chemistry and photon-

ics. The constructed imperfect polarimeter was greatly improved by

the used detector, multi-fiber spectrometer, which proved to have

excellent signal to noise possibilities due to the parallel recording

of data on the same semiconductor detector.

The results and theory correspond very well, but this is by no

means startling. The constructed models and discussion is sturdily

founded on the idea that a more systematic approach to three–

dimensional adsorption models is needed even if measuring on
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more simplified flat surfaces. The plain monolayer model of ad-

sorption should be abandoned and a greater focus placed on the

depth analyses of adsorption. While three–dimensional adsorption

study is no easy task to perform, perhaps after all this time, it could

be at least time to start.

182 Dissertations in Forestry and Natural Sciences No 180



A On protein chemical com-

pound names

This appendix describes and visualizes some common compounds

often related to proteins and particle adsorption. Chemistry is

sometimes somewhat difficult to follow because of these non-trivial

names. For readers working both in chemistry and in physics Fig-

ure A.1 presents the most common compounds related to proteins

and their corresponding names.

In this appendix we mark atoms by their corresponding chem-

ical characters. For the sake of reading, all atoms are colored in

the visualizations. A grayish color indicates a bond between atoms

and a violet square indicates any organic group attaching to that

position.

Figure A.1 shows the four most important joining molecules and

their names: primary amine, amide, carboxylic acid, and amino

acid. They are basic to many compounds, moreso in biology.

When two carboxylic acids form a bond, the resulting −C(O)NH−

bond between them is called a peptide bond (the name of the amide

in Figure A.1b becomes peptide bond). Similarly, the resulting

molecule is a peptide. Proteins and peptides are very long amino

acid chains. Not easing the naming, a protein is only separated

from peptides by its size. So, essentially, proteins are large com-

bination of peptides. The way amino acids are joined to the long

string of acids defines the folding of the protein and identifies it.

This also defines its biological function.
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(a) (b)

(c) (d)

Figure A.1: Primary chemical compounds of proteins. a) Primary amine,

b) amide, c) carboxylic acid, and d) amino acid.
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B Protein shape and scale

Figure B.1 illustrates the scale and shape of a crystal form of two

rather commonly used proteins, Human Serum Albumin (HSA)

and Human Plasma Fibrinogen (HPF). In the figure, hydrogen atoms

are omitted for convenience but otherwise it shows atoms by color.

One and ten nanometer diameter spheres for scale are also shown

in Figure B.1.

If we are interested in protein structure and functions, the RCSB

Protein Data Bank is an excellent source for gathering information.

There are also numerous existing visualization tools for PC and

mobile devices such as BioJava. The data bank also provides text

files following a certain standard, which makes it possible to create

individual visualizations. The visualizations are usually for active

chemical groups and certain protein areas, but, for example, Figure

B.1 was created by extracting atom data from these text files with a

custom program.
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Figure B.1: The two reported crystal structures of HPF and HSA with a

1 nm and a 10 nm diameter sphere for scale. Atoms in the proteins are

carbon (gray), nitrogen (blue), oxygen (red), and sulfur (yellow).
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C Interfering electric fields

Let us assume a electric field of Equation 3.1 (page 69). If we de-

scribe this electric field with only the phase φ, we can describe it to

be a time–independent field

E(A, φ) = Ee = Aeiφ. (C.1)

Then, the sum Es of these two fields Ee can be written

Es2 = Ee1 + Ee2 = Aeiφ1 + Aeiφ2 , (C.2)

which would have the energy (irradiance) of

Is2 = EsE∗
s = (Aeiφ1 + Aeiφ2)(A∗e−iφ1 + A∗e−iφ2)

= (Aeiφ1 + Aeiφ2)(A∗e−iφ1 + A∗e−iφ2)

= A∗A
(

2 + ei(φ1−φ2) + ei(φ1+φ2)
)

= A∗A (2 + cos(φ1 − φ2) +✭✭✭✭✭✭✭
i sin(φ1 − φ2)

+ cos(φ2 − φ1) +✭✭✭✭✭✭✭
i sin(φ2 − φ1))

= 2A∗A (1 + cos(φ1 − φ2)) ,

where ∗ denotes a complex conjugate. This creates the final irradi-

ance of these two interfering waves

Is2 = 2A∗A (1 + cos(φ1 − φ2)) . (C.3)

The irradiance of C.3 is 2A∗A as an average, with a minimum of

zero, and a maximum of 4A∗A. Thus, if we desire the scaling of the

irradiance to be between zero and one, the Es should be divided

by the square of the number of the photon count. Moreover, the

result of C.3 explains why photon fields are often modeled with

only a cosine function; both the irradiance and the wave can be

described with that approximation. This will create, for example, an
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Figure C.1: Two dimensional illustration of two electric fields interfer-

ing with λP1 = λP2 = 40. (a) shows the interference with (x1, y1) =

(100, 200) and (x2, y2) = (400, 300). (b) shows the interference with

(x1, y1) = (1, 350) and (x2, y2) = (1, 150).

interference of two waves which only discusses the phase difference

φdi f , because the irradiance can be described as cos φdi f .

This simple approximation is applicable to a vast number of ap-

plications when interfering waves are thought to have no absorbtion

or scattering in the observed medium. Figure C.1 shows 500 pixel

times 500 pixel images where the horizontal direction is thought to

be the x-axis and vertical the y-axis. The figure is shows two waves

interfering when the coordinates (x1, y1) and (x2, y2) are thought to

be the point sources. The energy is calculated with Equation C.3

while the phases φ1 and φ2 are thought to have values according to

φ1(x, y) =
2π

λP1

(

√

(x − x1)2 + (y − y1)2

)

φ2(x, y) =
2π

λP2

(

√

(x − x2)2 + (y − y2)2

)

,

where x and y are the image coordinates and wavelengths λP1 and

λP2 are measured in pixels.

Another interesting feature of Equation C.3 is that the corre-
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Figure C.2: Illustration of the spatial irradiance of the interference of three

waves where λP1=λP2=λP3 = 40 and, correspondingly, the three source

locations (x,y) are (1,100), (1,250), and (1,400).

sponding result with three waves would be

Is3 = A2 (3 + cos(φ1 − φ2) + cos(φ1 − φ3) + cos(φ2 − φ3)) . (C.4)

A quick glance at this irradiance could indicate it to be faulty as the

static part is 3 and the number two is the multiplier for the cosine

functions. Because the range of the cosine is from minus one to plus

one, this would indicate an Is3 energy range of the A2 times range

[−3, 9]. Because all of the angles are evaluated there cannot be a

combination of φs which would give a phase of −π to all terms.

Therefore, the energy stays positive at all times. Figure C.2 shows

an example of Equation C.4 where all points are indeed positive.

The general form for the interfering wave energy will always

have a form A2 (N + [· · · ]), where N is the number of waves inter-

fering with each other and the [· · · ] part corresponds to all the ex-

isting (N2 − N)/2 cosine terms, and real amplitude A is assumed.

If Equation C.2 were defined with realistic fields, there would be
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a slight changes. This would mean situation when the amplitudes

of two different fields were not the same and always complex. If so,

the sum of two fields would be

Es2 = Ee1 + Ee2 = A1eiφ1 + A2eiφ2 ,

which would yield a carried energy of

Is2 = EsE
∗
s (C.5)

= A∗
1 A1 + A∗

2 A2 + (A∗
1 A2 + A∗

2 A1) · cos(φ1 − φ2) (C.6)

This is very similar to the previous versions. In essence, the field

always has the amplitude pairs A∗
a Aa and the interference is created

with
(

A∗
a Ab + A∗

bAa

)

cos(φa − φb) when summed over all possible

waves a and b. It is important to note is that even in the case of

Equation C.5, the field energy is still directly related to the cosine

of the field phase differences as the amplitude terms are static.
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Let us follow Equation (3.47) by opening the components Ep and Es

in reflection

Ep = rp cos(α1)Ai

E∗
p = r∗p cos(α1)A∗

i

Es = rs sin(α1)Ai

E∗
s = r∗s sin(α1)A∗

i , (D.1)

when the amplitude of the incident field is selected to be Ai. Then

(3.47) becomes

I =
1

2

[

E∗
pEp + E∗

s Es + E∗
pEp cos(2α2)− E∗

s Es cos(2α2)

+ E∗
pEs sin(2α2) + E∗

s Ep sin(2α2)
]

2I

A∗
i Ai

=r∗prp cos2(α1) + r∗s rs sin2(α1)

+ cos(2α2)
[

r∗prp cos2(α1)− r∗s rs sin2(α1)
]

+ r∗prs sin(2α2) cos(α1) sin(α1)

+ r∗s rp sin(2α2) cos(α1) sin(α1)

2I

A∗
i Ai

=
[

r∗prp cos2(α1) + r∗s rs sin2(α1)
]

[

1 + cos(2α2)
r∗prp cos2(α1)− r∗s rs sin2(α1)

r∗prp cos2(α1) + r∗s rs sin2(α1)

+ sin(2α2)
cos(α1) sin(α1)

[

r∗prs + r∗s rp

]

r∗prp cos2(α1) + r∗s rs sin2(α1)



 (D.2)

The result of (D.2) is convenient because the terms all can be
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written easily.

r∗prp cos2(α1)− r∗s rs sin2(α1)

r∗prp cos2(α1) + r∗s rs sin2(α1)
=

r∗prp cos2(α1)

r∗s rs sin2(α1)
− r∗s rs sin2(α1)

r∗s rs sin2(α1)

r∗prp cos2(α1)

r∗s rs sin2(α1)
+ r∗s rs sin2(α1)

r∗s rs sin2(α1)

, (D.3)

which is important to note, because we can connect the (r∗prp)/(r∗s rs)

relation with (3.27) to be

r∗prp cos2(α1)

r∗s rs sin2(α1)
− r∗s rs sin2(α1)

r∗s rs sin2(α1)

r∗prp cos2(α1)

r∗s rs sin2(α1)
+ r∗s rs sin2(α1)

r∗s rs sin2(α1)

=

tan2 (Ψ)e j∆e−j∆

tan2(α1)
− 1

tan2 (Ψ)e j∆e−j∆

tan2(α1)
+ 1

(D.4)

By introducing a new relation

tan(Ψ′) =
tan(Ψ)

tan(α1)
(D.5)

we can convert

tan2(Ψ′)− 1

tan2(Ψ′)) + 1
=

tan2(Ψ′)− sin2(Ψ′)− cos2(Ψ′)

tan2(Ψ′)) + 1

=
tan2(Ψ′)− cos2(Ψ′)− sin2(Ψ′)

tan(Ψ′) + 1

=
tan2(Ψ′)− cos2(Ψ′)− tan2(Ψ′) cos2(Ψ′)

tan(Ψ′) + 1

=
tan2(Ψ′)

[

1 − cos2(Ψ′)
]

− cos2(Ψ′)

tan(Ψ′) + 1

=
tan2(Ψ′) sin2(Ψ′)− cos2(Ψ′)

tan(Ψ′) + 1

=

[

sin2(Ψ′)− cos2(Ψ′)
] [

tan2(Ψ′) + 1
]

tan(Ψ′) + 1

= sin2(Ψ′)− cos2(Ψ′) (D.6)

Using (3.46) this can finally be converted to

tan2(Ψ′)− 1

tan2(Ψ′)) + 1
= sin2(Ψ′)− cos2(Ψ′)

= sin2(Ψ′)− 1 + sin2(Ψ′)

= 1 − cos(2Ψ′)− 1

= − cos(2Ψ′) (D.7)
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There is a similar case with the second fraction of (D.2), which

can be edited to

cos(α1) sin(α1)
[

r∗prs + r∗s rp

]

r∗prp cos2(α1) + r∗s rs sin2(α1)

=
r∗prs cos2(α1) tan(α1) + r∗s rp cos2(α1) tan(α1)

r∗prp cos2(α1) + r∗s rs sin2(α1)

=

r∗prs cos2(α1) tan(α1)

r∗s rs sin2(α1)
+

r∗s rp cos2(α1) tan(α1)

r∗s rs sin2(α1)

r∗prp cos2(α1)

r∗s rs sin2(α1)
+ r∗s rs sin2(α1)

r∗s rs sin2(α1)

=

r∗p✚rs cos2(α1) tan(α1)

r∗s✚rs sin2(α1)
+ ✓r

∗
s rp cos2(α1) tan(α1)

✓r
∗
s rs sin2(α1)

r∗prp cos2(α1)

r∗s rs sin2(α1)
+ r∗s rs sin2(α1)

r∗s rs sin2(α1)

=

1
tan(α1)

[

tan(Ψ)e−j∆ + tan(Ψ)ej∆
]

tan2(Ψ)
tan2(α1)

+ 1

=

1
tan(α1)

[2 tan(Ψ) cos(∆)− tan(Ψ) sin(∆) + tan(Ψ) sin(∆)]

tan2(Ψ)
tan2(α1)

+ 1
(D.8)

Using the relation (D.5) and we obtain

2 tan(Ψ′)

tan(Ψ′) + 1
= 2 cos(∆)

tan(Ψ′)
[

cos2(Ψ′) + sin2(Ψ′)
]

tan(Ψ′) + 1

= 2 cos(∆)

sin(Ψ′)
cos(Ψ′) cos2(Ψ′) + tan(Ψ′) sin2(Ψ′)

tan2(Ψ′) + 1

= 2 cos(∆)
sin(Ψ′) cos(Ψ′) + tan(Ψ′) sin2(Ψ′)

tan2(Ψ′) + 1

= 2 cos(∆)
sin(Ψ′) cos(Ψ′)

[

tan2(Ψ′) + 1
]

tan2(Ψ′) + 1

= 2 cos(∆) sin(Ψ′) cos(Ψ′)

= ❆2 cos(∆)
❈
❈❈

1

2
sin(2Ψ′)

= cos(∆) sin(2Ψ′) (D.9)
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With the cleaned ratios (D.7) and (D.9) we can rewrite (D.2).

Bearing in mind (D.1), the system output energy will become

I =
1

2

[

1 − cos(2α2) cos(2Ψ′) + sin(2α2) cos(∆) sin(2Ψ′)
]

[

E∗
pEp + E∗

s Es

]

(D.10)

Because the Stokes parameter defines (3.48), page 86, the output

can be written to

I =
1

2
s0

[

1 − cos(2α2) cos(2Ψ′) + sin(2α2) cos(∆) sin(2Ψ′)
]

(D.11)

Furthermore, when comparing this result to the output (3.47) cal-

culated on page 86 the relation between the Stokes parameters and

the ellipsometric parameters Ψ and ∆ can be clarified.

I =
1

2
[s0 + s1 cos(2α2) + s2 sin(2α2)]

I =
1

2

[

s0 − s0 cos(2α2) cos(2Ψ′) + s0 sin(2α2) cos(∆) sin(2Ψ′)
]

(D.12)

cos(2Ψ′) = −
s1

s0

cos(∆) sin(2Ψ′) =
s2

s0
(D.13)

It is evident that the ellipsometric parameters also support the im-

perfect polarimeter as the Stokes parameter s3 is absent from Equa-

tions D.13.
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[39] T. Albrektsson, P.-I. Brånemark, H.-A. Hansson, and J. Lindström, “Osseoin-

tegrated titanium implants: requirements for ensuring a long-lasting, direct

bone-to-implant anchorage in man,” Acta Orthopaedica 52, 155–170 (1981).

[40] D. S. Grubisha, R. J. Lipert, H.-Y. Park, J. Driskell, and M. D. Porter,

“Femtomolar detection of prostate-specific antigen: an immunoassay based

on surface-enhanced Raman scattering and immunogold labels,” Analytical

chemistry 75, 5936–5943 (2003).

[41] M. P. Staiger, A. M. Pietak, J. Huadmai, and G. Dias, “Magnesium and

its alloys as orthopedic biomaterials: a review,” Biomaterials 27, 1728–1734

(2006).

[42] F. Witte, “The history of biodegradable magnesium implants: a review,”

Acta Biomaterialia 6, 1680–1692 (2010).

[43] K. H. Stenzel, T. Miyata, and A. L. Rubin, “Collagen as a biomaterial,”

Annual review of biophysics and bioengineering 3, 231–253 (1974).

[44] M. P. Lutolf, G. P. Raeber, A. H. Zisch, N. Tirelli, and J. A. Hubbell, “Cell-

Responsive Synthetic Hydrogels,” Advanced Materials 15, 888–892 (2003).

Dissertations in Forestry and Natural Sciences No 180 197



Niko Penttinen, Photonic adsorption studies in liquid:
devices, models, and an ellipsometric approach

[45] S. Kiyonaka, K. Sada, I. Yoshimura, S. Shinkai, N. Kato, and I. Hamachi,

“Semi-wet peptide/protein array using supramolecular hydrogel,” Nature

materials 3, 58–64 (2004).

[46] E. Khor and L. Y. Lim, “Implantable applications of chitin and chitosan,”

Biomaterials 24, 2339–2349 (2003).

[47] G. H. Altman, F. Diaz, C. Jakuba, T. Calabro, R. L. Horan, J. Chen, H. Lu,

J. Richmond, and D. L. Kaplan, “Silk-based biomaterials,” Biomaterials 24,

401–416 (2003).

[48] C. Piconi and G. Maccauro, “Zirconia as a ceramic biomaterial,” Biomaterials

20, 1–25 (1999).

[49] M. Shim, N. W. Shi Kam, R. J. Chen, Y. Li, and H. Dai, “Functionalization of

carbon nanotubes for biocompatibility and biomolecular recognition,” Nano

Letters 2, 285–288 (2002).

[50] A. Chambers, C. Park, R. T. K. Baker, and N. M. Rodriguez, “Hydrogen

storage in graphite nanofibers,” The journal of physical chemistry B 102, 4253–

4256 (1998).

[51] Y. Ye, C. Ahn, C. Witham, B. Fultz, J. Liu, A. Rinzler, D. Colbert, K. Smith,

and R. Smalley, “Hydrogen adsorption and cohesive energy of single-walled

carbon nanotubes,” Applied physics letters 74, 2307–2309 (1999).

[52] C. J. Wilson, R. E. Clegg, D. I. Leavesley, and M. J. Pearcy, “Mediation of

biomaterial-cell interactions by adsorbed proteins: a review,” Tissue engi-

neering 11, 1–18 (2005).

[53] J. M. Anderson, A. Rodriguez, and D. T. Chang, “Foreign body reaction to

biomaterials,” in Seminars in immunology, Vol. 20 (Elsevier, 2008), pp. 86–100.

[54] H. Morgan and N. G. Green, AC Electrokinetics: colloids and nanoparticles

(Research Studies Press LTD., 2003).

[55] R. H. French, “Origins and applications of London dispersion forces and

Hamaker constants in ceramics,” Journal of the American Ceramic Society 83,

2117–2146 (2000).

[56] H.-J. Butt, B. Cappella, and M. Kappl, “Force measurements with the atomic

force microscope: Technique, interpretation and applications,” Surface sci-

ence reports 59, 1–152 (2005).

[57] H. Hamaker, “The Londonvan der Waals attraction between spherical par-

ticles,” Physica 4, 1058 – 1072 (1937).

[58] R. French, R. Cannon, L. DeNoyer, and Y.-M. Chiang, “Full spectral calcula-

tion of non-retarded Hamaker constants for ceramic systems from interband

transition strengths,” Solid State Ionics 75, 13–33 (1995).

[59] J. B. Rosenholm, K.-E. Peiponen, and E. Gornov, “Materials cohesion and

interaction forces,” Advances in colloid and interface science 141, 48–65 (2008).

198 Dissertations in Forestry and Natural Sciences No 180



Bibliography

[60] G. Binnig, C. F. Quate, and C. Gerber, “Atomic force microscope,” Physical

review letters 56, 930 (1986).

[61] J. P. Peltonen, P. He, and J. B. Rosenholm, “Order and defects of Langmuir-

Blodgett films detected with the atomic force microscope,” Journal of the

American Chemical Society 114, 7637–7642 (1992).

[62] A. Weisenhorn, P. Maivald, H.-J. Butt, and P. Hansma, “Measuring adhe-

sion, attraction, and repulsion between surfaces in liquids with an atomic-

force microscope,” Physical Review B 45, 11226 (1992).

[63] L. Bergström, “Hamaker constants of inorganic materials,” Advances in Col-

loid and Interface Science 70, 125–169 (1997).

[64] B. Cappella and G. Dietler, “Force-distance curves by atomic force mi-

croscopy,” Surface science reports 34, 1–104 (1999).
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sors for real-time measurement of analytes in blood plasma,” Biosensors and

Bioelectronics 17, 665–675 (2002).

[93] A. Klomp, G. Engbers, J. Mol, J. Terlingen, and J. Feijen, “Adsorption of

proteins from plasma at polyester non-wovens,” Biomaterials 20, 1203–1211

(1999).

[94] C.-Y. Chiang, M.-L. Hsieh, K.-W. Huang, L.-K. Chau, C.-M. Chang, and

S.-R. Lyu, “Fiber-optic particle plasmon resonance sensor for detection of

interleukin-1β in synovial fluids,” Biosensors and Bioelectronics 26, 1036–1042

(2010).

[95] N. Huang, P. Yang, Y. Leng, J. Chen, H. Sun, J. Wang, G. Wang, P. Ding, T. Xi,

and Y. Leng, “Hemocompatibility of titanium oxide films,” Biomaterials 24,

2177–2187 (2003).

[96] P. Tengvall, I. Lundström, and B. Liedberg, “Protein adsorption studies

on model organic surfaces: an ellipsometric and infrared spectroscopic ap-

proach,” Biomaterials 19, 407–422 (1998).
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Niko Penttinen

Photonic adsorption
studies in liquid
devices, models, and an ellipsometric approach

This thesis discusses of the necessity 

of correct model variables in photonic 

sensing of adsorption. A wide outlook 

on this challenging phenomenon as 

well as to the existing approaches and 

literature serves as a reference point 

to the discussion. An ellipsometric 

device is constructed and related theory 

is shown. Finally, a set of example 

measurements are discussed and 

reflected to theoretical calculations 

in an overall aim to reveal what is 

and isn’t a plausible model for liquid 

environment adsorption.
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