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ABSTRACT

Human motion analysis can be defined as the systematic study of human motion by
visual inspection and quantitative observations. This thesis focuses on quantitative
measurements of human gait and back motion.

In publication I, kinematic and kinetic changes in obese gait following bariatric
surgery were examined. The study revealed that hip and knee moments are reduced
in proportion to the amount of weight lost and that step width becomes reduced. The
challenges in data analysis encountered in this study stimulated the development of
advanced methods suitable for this kind of analysis.

In publication II, a novel method was developed for the estimation of human
kinematics, based on state-space modeling. The state consists of the positions, ori-
entations, velocities, and accelerations of an articulated 3D model. The estimation is
performed using the unscented Kalman filter (UKF) algorithm with a fixed-interval
smoother. Impulsive acceleration at floor contact of the foot is estimated by imple-
menting a contact constraint in the UKF evolution model. The constraint inserts an
acceleration impulse into the model state.

The estimation method was applied to marker-based motion analysis in a motion
laboratory. Validation measurements were performed with a rigid test device and with
human gait. A triaxial accelerometer was used to evaluate the estimates of accelera-
tion. Comparison between the proposed method and the extended Kalman smoother
showed a clear difference in the quality of estimates during impulsive accelerations.

The proposed approach enabled estimation of human kinematics during both con-
tinuous and transient accelerations. The approach provided a novel way of estimating
acceleration at foot initial contact, and thus enables more accurate evaluation of load-
ing from the beginning of the floor contact.

In addition to acceleration estimation, method developed in study II has benefits
in processing data from multiple cameras. Unidentified marker observations from each
camera can be used as input data for the UKF algorithm. The articulated 3D model
and UKF predict-step are utilized is online identification of marker observations.

In publication III, a novel method to estimate the 3D shape of the spine during
motion was proposed. The method involves several steps i.e. a measurement setup, a
model of whole spine and data processing methods based on quaternion algebra. The
measurement setup consisted of inertial sensors mounted on the skin of the back. The
model incorporates 3D segments, articulated together and it includes every vertebra
of the spine and segments of lower body. The locations of the sensors with respect to
vertebrae are incorporated into the model. The accuracy of the model was evaluated
against camera-based motion capture. Furthermore, the angles between the vertebrae
in three anatomical planes were examined. Measurements showed that the proposed
method can be used to measure spinal shape in the sagittal plane during motion. The



shape measurement can be utilized in real-time measurement and analysis of spinal
postures during everyday activities, such as lifting tasks.

In addition, in this thesis novel technologies for motion capture are reviewed. There
are two main categories of novel methods i.e. wearable sensors, such as inertial sen-
sors in study III and methods utilizing modern camera technologies. Most of the
novel methods provide the possibility of a low-cost and easy-to-use motion capture
for animation purposes. The capabilities of these methods for accurate motion anal-
ysis are examined based on recent publications. The novel methods appear to be
feasible alternatives for conventional marker-based motion analysis, at least in some
applications.

National Library of Medicine Classification: QT 34.5, WE 103, WE 725, WE 860, WE
870

Medical Subject Headings: Biomechanical Phenomena; Motion; Movement; Gait; Walk-
ing; Hip Joint; Knee Joint; Obesity; Overweight; Weight Loss; Bariatric Surgery; Al-
gorithms; Acceleration; Spine; Models; Biological; Humans
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THVISTELMA

Thmisen liikkeiden mittaaminen ja mittaustiedon analysointi, litkeanalyysi, tarjoaa tie-
toa asennoista, liikeradoista sekd kuormituksista arkipaivén liikkeiden aikana. Téssé
vaitoskirjassa tarkastellaan keskeisiéd liikeanalyysin menetelmié. Viitoskirjan osajul-
kaisuissa sovellettiin ja kehitettiin edistyneitd menetelmia kévelyn aikaisen nivelkuor-
mituksen méadrittdmiseen seké selin muodon tarkasteluun liikkeen aikana.

Ensimmaéisessd osaty6ssé analysoitiin kdvelyn muutoksia nopean painonpudotuk-
sen yhteydessi. Tutkittavat potilaat (N=13) olivat ylipainoisia, joille suoritettiin laih-
dutusleikkaus. Mittaukset suoritettiin monen kameran jarjestelmia kdyttden ennen
ja jilkeen painonpudotuksen. Painonpudotuksen vaikutusta kévelyn etenemiseen tar-
kasteltiin méaarittamélla ensiksi kinemaattisia parametreja, kuten askelpituus, -leveys,
-nopeus ja nivelkulmat. Lisdksi estimoitiin polvi- ja lonkkaniveliin kohdistuvat vaanto-
momentit médritetyn kinematiikan ja voimalevymittausten perusteella. Namé vaan-
tomomentit kuvaavat nivelpintoihin kohdistuvaa kuormitusta kévelyn aikana. Tés-
sé tutkimuksessa tarkasteltiin erityisesti kuormitusmuutoksia suhteessa kehonpainon
muutokseen. Valtaosin polvi- ja lonkkavadntomomentit pienenivit samassa suhteessa
kuin paino putosi. Kévelyn kinematiikassa merkittéavin ero oli askelleveyden kapenemi-
nen. Témén osatyon dataa kasiteltdessé havaittiin virheldhteitd, jotka voivat heikentéa
maéadritettyjen parametrien tarkkuutta.

Ensimméisessi osatyosséd havaittujen virheldhteiden vuoksi toisessa osatyodssé kehi-
tettiin kamerapohjaisen liikeanalyysiin menetelméé, jota kayttiden kappaleen kolmiu-
lotteinen liike, nopeus ja kiihtyvyys méa#ritetdan. Menetelméssa kéytetdén havaintoina
kameroilta saatavia kaksiulotteisia pisteitd. Menetelméssd médritellidn geometrinen
malli, jonka liiketilaa estimoidaan Kalman suodin-algoritmilla. Tdmé& mallipohjainen
menetelmé toimii aiempia menetelmis tarkemmin, kun havainnoissa on puuttuvia tai
virheellisié pisteitd. Algoritmissd kéytettiin lisdksi nk. unscented-muunnosta. Unscent-
ed-muunnos mahdollistaa epélineaaristen funktioiden kiyton Kalman suotimen tila-
funktiona ja havaintomallina. Epélineaarisen tilafunktion kiytté mahdollistaa kiihty-
vyyspiikkien aiempaa tarkemman estimoinnin liikelaboratorion mittauksissa. Kalman
suotimen liséiksi toteutettiin nk. Kalman smoother — algoritmi, joka parantaa mene-
telmén tarkkuutta poistamalla viivettd nopeus- ja kiihtyvyysestimaateista.

Kolmannessa osatyossé kehitettiin mittausjérjestely, ohjelmisto ja matemaattiset
menetelmét selkdrangan kolmiulotteisen asennon méarittdmiseksi litkkkeen aikana. Mit-
tauksessa kaytettiin langattomia inertia-antureita, jotka kiinnitettiin ihon pinnalle.
Selkdrangan asennon méadrittdmiseksi muodostettiin kvaternioalgebraa hyodyntiden
malli, jolla jokaisen nikaman asentoa voidaan tarkastella.

Kolmannessa osatyossé kéytetyt inertia-anturit ovat hyvé esimerkki siité, kuinka
uusia teknologisia ratkaisuja voidaan hyodyntéé liikeanalyysissd. Inertia-anturien li-
siksi uusia kamerateknologioita kaytetdin liilkkeen mittaamiseen, erityisesti elokuva-
ja peliteollisuudessa. Tésséa viitoskirjassa tarkastellaan tuoreiden julkaisujen perus-
teella, kuinka néitd laitteita voidaan kayttéaé liikeanalyysin mittauksissa ja kuntou-
tussovelluksissa.

Yleinen suomalainen asiasanasto: biomekaniikka; liikeanalyysi; kdvely; lantio; pol-
vet; lihavuus; ylipaino; kishtyvyys; selkdranka; 3D-mallinnus; algoritmit; mittausmene-
telmdt; matemaattiset menetelmdt; estimointi; mallintaminen; matemaattiset mallit;
bayesilainen menetelmd; ihminen
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Introduction

Human motion analysis can be defined as the systematic study of human body motion
by visual inspection and measurements. Motion analysis can provide information on
an individual’s movements during everyday life. In addition to the actual motion itself,
also the forces affecting skeletal structures are of interest. External forces that arise
from gravity and the internal forces produced by the muscles both contribute to the
motion and forces. Forces on the knee and hip joints and at the lower back are widely
used to assess loading during motion.

Various measurement devices are used in motion analysis e.g. cameras, force sen-
sors and devices for measuring angles. Some of the devices, such as multiple camera
systems and force platforms require a dedicated laboratory. Wearable devices, which
measure angles and orientations, do not need to be used only in a laboratory. Prac-
tically all devices in motion analysis are non-invasive and the methods do not cause
any radiation exposure. At their best, measurements of motion can be done while
the subject is undertaking everyday activities. For example, walking is a common
everyday activity and thus gait analyses are widely carried out in motion research.

This thesis focuses on two widely used methods in human motion analysis. The so-
called marker-based method [1] requires a multiple camera system. Reflective markers
are mounted on the skin and the positions of the markers during motion are recon-
structed using the camera system. This marker-based method can be considered as
the gold standard human motion capture technique. A marker-based motion capture
was utilized in study I. In study II, an advanced method based on the marker-based
measurement was developed. In study IIT so-called inertial sensors were applied to
devise a method which could model spine shape during motion.

In addition, novel technologies for motion capture are reviewed in this thesis. Re-
cent advances in inertial sensor technology have led to the development of wearable
motion capture systems. An other category of novel methods is based on modern ma-
chine vision technologies, such as structured light and time-of-flight cameras. These
methods are primarily intended to provide easy-to-use motion capture for animation
purposes. The suitability of these technologies for motion analysis is reviewed based on
recent publications. The benefits and limitations of the methods developed in studies
II-III and methods based on novel technologies will be discussed.






Background

2.1 GAIT ANALYSIS - KINEMATIC ANALYSIS AND JOINT MOMENTS

A common procedure for measuring walking patterns in the laboratory is called gait
analysis. Gait analysis can be used to quantify gait deviations [2]; common applica-
tions include stroke rehabilitation monitoring [3], evaluation of treatment efficacy in
Parkinsons’ disease [4] and assessment of changes associated with aging [5]. Muscu-
loskeletal conditions, such as knee [6,7] and hip osteoarthritis [8] are central application
areas for gait analysis.

By using a multiple camera system three-dimensional kinematics during gait can
be captured. Gait kinematics is examined in three anatomical planes. Figure 2.1
illustrates the terminology used for the hip, knee and ankle angles in the sagittal and
frontal planes. Axial rotations of the body segments occur in the transverse plane.
One critical issue in gait analysis is the definition of the zero level of angles [9]. Due
to different zero level definitions between studies [10], it is recommended to report
changes in angle values rather than absolute values.

Once the kinematics of feet, legs, thighs and pelvis are reconstructed, various
parameters can be calculated. Parameters describing the duration and geometry of
gait cycle are called spatio-temporal parameters or cadence parameters. Commonly
reported cadence parameters include walking speed, step length and step width. Kine-
matic parameters, such as ankle, knee and hip joint angles are used to quantify differ-
ences in walking style. Kinetic parameters, i.e., forces and moments, provide estimates
of the loadings on the joints. Examples of hip, knee and ankle joint angles and mo-
ments during a gait cycle are illustrated in Fig. 2.2.

Force platforms, which measure magnitude, direction and application point of
ground reaction force are needed for calculating kinetic parameters. The so called
external joint moment arises from the position of the joint with respect to the ground
reaction force vector during motion. The internal moment is generated to balance
external moment. Internal and external moments are exactly the same only when the
angular acceleration of the joint equals zero. However, the contribution of the angu-
lar accelerations to the joint moment during stance phase are very small. Especially
in the frontal plane, angular acceleration is negligible. Therefore, it is acceptable to
compare frontal plane moments reported in different studies, whether the reported
"KAM?” is internal knee abductor moment or external knee adduction moment. In the
publication I, internal moments are reported.

Knee joint moments have gained an established role in describing knee loading. In
particular, the knee adduction moment describes loading at the medial compartment
of the knee [11]. Thus, the knee adduction moment has become a standard parameter
in knee osteoarthritis studies [12,13]. The magnitude of the knee adduction moment
has been shown to be associated with medial knee osteoarthritis [14]. An increase
in the knee adduction moment is mainly due to a varus malalignment of the knee
[15,16]. Knee orthoses, which fix varus malalignment, are meant to reduce knee
adduction moments. Another way to fix malalignment is a surgical procedure called
tibial osteotomy. Effects of knee orthoses and osteotomy can be assessed analyzing



knee adduction moments during gait.

The sensitivity analysis conducted by Ardestani et al. [17] revealed in detail how
modifications in joint kinematics change joint moment values. Ardestani et al. used
principal component analysis to quantify the causal relationships. This analysis is
useful when trying to find the best gait modifications that can reduce joint loadings.

Sagittal plane Frontal plane

Extension " Flexion Abduction 7

Flexion Extension Abduction Adduction

Eversion * \

|
?Dorsiﬂexion

Plantarflexion

Figure 2.1: Nomenclature of the angles of lower limb joints in two anatomical
planes [18]. Axial rotations of the joints occur in transverse plane.

2.1.1 Impacts of obesity and weight loss on gait

There are inconsistent reports of the kinematic and kinetic parameters of walking
in obese but otherwise healthy subjects. Several studies claim that obese adults or
children have a shorter step length, a wider step width and a longer double support
time [19-22] and [23]. Furthermore, peak knee flexion angles during the stance phase
have been reported as being lower [24,25] and a smaller range of knee and hip mo-
tion in obese people has been described [26]. However, there are studies where no
differences in cadence, stride length or double support time have been detected be-
tween obese and healthy weight children [27], and knee flexion angles have also been
found to be identical in some studies [19,22]. Devita et al. [25] stated that obese
but otherwise healthy subjects had less absolute sagittal plane knee moment at their
self-selected walking speed but an equal moment while walking at the same speed as
lean individuals.
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Figure 2.2: (a) Sagittal plane angles of ankle, knee, and hip joints over a normal gait
cycle. Flexion and dorsiflexion angles are positive. (b) Sagittal plane joint moments
normalized by body weight, extensor and plantar flexor moments are positive. (c)
Frontal plane normalized moments, abductor moments (i.e. external adduction
moments) are positive

The first study evaluating the effects of bariatric surgery-induced weight loss on
gait of obese individuals was published by Hortobagyi et al. [28]. The subjects of the
study were obese but otherwise healthy, the average weight loss was 33.6% (42.2 kg).
Weight loss increased swing time and stride length at both the self-selected and the
standard speed. Weight loss also increased the self-selected speed. At the self-selected
speed, the normalized peak knee extensor moment increased whereas the absolute
ankle and frontal plane knee moments declined after weight loss. At a fixed speed, no
significant change was observed in normalized hip, knee or ankle moments.

The effects of weight loss on joint loading in obese knee OA patients has been
examined in two studies [29,30]. Messier et al. [29] showed that each one-kilogram
reduction in body weight was associated with a 1.4% reduction in peak knee abductor
moment after statistically adjusting for several variables including age, walking speed,
gender and subjective scores on knee pain and function. The average weight loss
in their study was only 2.6%. The subjects in the study of Aaboe et al. experienced
greater weight loss; the average reduction in body mass was 13.5% [30]. They observed
a significant reduction of up to 13% in peak knee abductor moment but no significant
changes in sagittal plane knee moment at the participants’ freely chosen walking speed.



A more extensive review on the impacts of obesity and weight loss on gait was
conducted by Lyytinen et al. [31]. As bariatric surgery is increasingly being utilized
along with other obesity treatments, several biomechanical studies on the effects of
intensive weight loss have been conducted recently [32-35]. In addition to Lyytinen et
al., two review articles focusing on bariatric surgery-induced gait changes have been
published [36,37].

In most of the gait studies, the interval between the baseline and follow-up mea-
surements has been less than one year [28,38]. Long-term gait changes were examined
by Froehle et al. [32] who performed follow-up measurements at 4 to 5 years the after
bariatric surgery. They observed an increase in step length, gait speed and cadence
after the weight loss. Similarly to the findings in study I, step width was decreased
and in addition, there was a decrease in double support time.

2.2 MARKER-BASED MOTION ANALYSIS

The basic method to utilize 2D coordinates of the markers observed by cameras in-
volves the reconstruction of the 3D coordinate of each marker at every time step.
Then, these 3D points are used to determine the position and orientation of the body
parts. Thus, the geometry of the body parts is obtained directly from the recon-
structed points at each time step. This method leads to erroneous geometry, if data
has missing or misidentified points. During gait, the number of cameras seeing a
marker varies due to occlusions caused by the opposite leg. If only one camera sees
a marker, the 3D point cannot be reconstructed. Misidentifications may occur when
two markers diverge after overlapping in a camera image. When a misidentification
occurs, the resulting 3D point may contain a large error.

The markers placed on the skin or cloth have certain errors initially and the mark-
ers also move with respect to the underlying bones during the motion. The motion of
the markers with respect to the underlying skeletal structures, the so-called soft tissue
artefact (STA), is a major error source. Several studies have attempted to quantify
the magnitude of the STA and to suppress its influences [39-43]. For example, fluo-
roscopy has been used to quantify STA [44,45]. It is widely recognized that accurate
measurement of axial rotations of knee requires fluoroscopy [45,46].

To overcome the problems with missing and misidentified observation and the
STA, a wide variety of model-based methods have been developed [47,48]. In these
methods, a geometrical model is defined in 3D space. These models typically have
fixed dimensions and the segments are articulated together. The model corresponds
to the body parts of the person who had the markers on his/her skin during the
measurement.

One of the mathematical methods used for fitting the model to the observations
is Kalman filtering. Kalman filter and its extensions extended Kalman filter and un-
scented Kalman filter are algorithms that can estimate the pose of the model using
the data available from the whole measurement [49]. By combining state estima-
tion with a geometrical model, the position and orientation of the model segments
are estimated throughout the motion. In addition, the linear and angular velocities
and accelerations of the model segments are incorporated in the estimation. The set
of parameters that determine poses, velocities, and accelerations of model segments
constitutes a kinematic state. This time-varying state can then be estimated by the
Kalman filter [50].
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The Kalman filter is based on a state evolution model and an observation model
[51]. At every time step, the state evolution model receives the previous state estimate
as an input and makes a prediction of the state. After this, the observation model is
used to update the prediction based on observations of the time step. The filter can
estimate a state that is not observed directly, since the observation model maps the
state to the observable space. Mappings from 3D space to camera image planes can
be included in the observation model; this involves utilizing observations on the image
planes at the current time instant [52]. Parameters of the Kalman filter determine how
quickly values of the estimates can change, and how the observations will be weighted
in estimation. An additional improvement to the algorithm is fixed-interval Kalman
smoother [53,54], which uses data from the whole measurement in the estimation.

The state evolution model of Kalman filter predicts how the motion progresses
from the previous time step to the current time. State evolution models, which assume
that the motion will continue smoothly are commonly used in human motion tracking
[52,55]. If the actual motion has a rapid change, this kind of model cannot make a
reasonable prediction.

In the method proposed in study II, the estimation of the rapid changes was
improved by changing the state evolution model. In the measurements of study II,
the state evolution model was changed, when a floor contact was detected.

Furthermore, mappings from 3D space to camera image planes are included in
the observation model in study II, thus 3D reconstructions are not necessary. This
enables the utilization of those observations, which are seen only by a single camera.
In addition, the observations which are viewed by more than two cameras are given
greater weight in the estimation. This feature improves the accuracy, if all the cameras
are calibrated with adequate accuracy. The observation model of the algorithm can
be modified depending on the available data, one possibility is to use reconstructed
3D points.

Dimensions of a geometrical model, eg. segment lengths and joint points are typi-
cally fixed based on calibration measurements. The accuracy of the knee and hip joint
points affect the values of the kinematic and kinetic parameters. So-called functional
methods, where the center points are determined based on dynamic calibration mea-
surements have been developed [56,57]. Functional methods have also been utilized
in defining the joint axis of knee [58] and ankle joint [59].

Mappings from 3D space to camera image planes are defined during the calibration
of cameras. The camera calibration algorithm was implemented according to Hart-
ley and Zimmerman [60]. Nonlinearities of camera optics are taken into account by
modeling radial and tangential distortions of the optics using four parameters [61].

2.3 CHALLENGES IN SPINE MOTION ANALYSIS

Posture and motion of the vertebral column during daily activities are important when
assessing loading and risk of injury. However, the possibilities to reliably measure
the spinal motion during everyday activities, such as occupational tasks have been
limited. Camera-based systems can be used to capture motion of the back surface,
but estimating the spinal kinematics has proved to be a challenging problem even in
the laboratory environment [62,63].

The geometry of lumbar and thoracic spine during forward bending is inherently
complicated due to natural curvature of the spine in the standing posture. During
forward bending, the spine first straightens and bends forwards at the end of the
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movement. Since there are several layers of muscle and fat tissue between vertebrae
and skin, the estimation of vertebral postures is challenging [42, 64].

There are no practical methods for measuring orientations of individual vertebrae
during motion. Imaging methods, such as X-ray and MRI, which show contours of
the vertebrae, provide the fundamental basis for the estimation of the orientations.
However, this kind of imaging reveals only one static posture at a time. Motion
estimation demands that one captures images at different postures. Taking several
X-ray images increases radiation exposure. MRI-imaging in natural postures requires
the availability of the so-called open upright scanner [64].

Imaging methods typically provide two-dimensional outlines of the vertebrae, thus
three-dimensional (3D) orientations of the vertebrae cannot be observed. The 3D
orientations can be estimated using skin-mounted sensors, which measure their own
orientation. These 3D orientations can be used to estimate the so-called coupled
motions of the spine [65-67]. The coupled motions mean the motions occurring in
directions other than the primary motion [68]. Spinal motion is commonly analyzed
in three anatomical planes. Forward-backward bending occurs in the sagittal plane,
left-right bending in the frontal plane and spine rotation in the transverse plane. For-
ward bending corresponds to flexion of the spine and backward bending corresponds
extension. Left-right bending is normally abbreviated to lateral bending. Chhikara
et al. [69] measured lateral bending of lumbar spine. These workers used two iner-
tial sensors and reflective markers mounted on the sensors to compare accuracy with
camera-based motion capture. They reported that there was a good agreement in
the angle values between camera-based and inertial measurement, with RMS with the
errors being below three degrees.

Other methods previously used to estimate the shape of the spine include strain
gauge strips [70] and profilometers [71]. One commercially available device is Spinal-
Mouse [72], which can be used to estimate the spinal shape in static postures.

Yang et al. [73] studied angular and translational motion of the lumbar vertebrae of
osteoporotic patients. They used X-ray-images and skin-mounted sensors (Fastrak®).
Their setup enabled only two-dimensional analysis of forward bending, i.e., flexion-
extension motion. They concluded that skin-mounted sensors could estimate the angu-
lar motion between the vertebrae with acceptable accuracy, whereas the translational
motions could not be estimated reliably. In their later study, Yang et al. [74] analyzed
the error of skin-mounted sensors and found that a sensor located on sacrum suffered
from a greater error than a sensor on L1 vertebra. They also observed that skin slid-
ing and sensor tilting with respect to vertebrae typically introduced errors in opposite
directions.

Inertial sensors, consisting of gyroscopes, magnetometers and accelerometers, have
been used in a wide variety of applications, thanks to their portability and ease of
use [75,76]. The sensors provide continuous orientation data in real time. The earlier
inertial sensor applications developed for the spine motion estimation consisted of
two [77,78], three [79] or four [80] sensors, and only sagittal plane motion was examined
in reports [79] and [80].

The measurement setup in the study III consists of seven wireless sensors along
the spine, thus the 3D spinal shape can be estimated in more detail. Sensors used
in this study are commercially available from Xsens Technologies. The high technical
accuracy of the sensors has been reported earlier [81,82].

Similarly to the gait analysis, inverse dynamics can be used to assess loading of
the spine. One commonly determined parameter is the moment in the joint between
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L5 and L4 vertebrae [83]. A standard inverse dynamics procedure has been used to
calculate the moment at the L5/14 joint. Commonly L5 vertebra is fixed to the pelvis
segment.

2.4 RECENT DEVELOPMENTS IN MOTION CAPTURE AND THEIR
APPLICABILITY TO QUANTITATIVE ANALYSIS

2.4.1 Markerless camera technologies

The marker-based method presented in section 2.2 requires mounting of reflective
markers on specific locations on the skin. Therefore, several methods which do not
require markers have been proposed [84, 85].

Using a suitable camera system and algorithms, the silhouette of the 3D object can
be estimated. The so called visual hull concept [86,87] is widely used in these marker-
less methods. Ceseracciu et al. [88] proposed a method for comparison of marker-based
and visual hull -based motion capture through simultaneous measurements. They did
not obtain reasonably accurate values for joint angles during gait. Visual hull-based
methods are not reliable in tracking the axial rotations of the body segments or ori-
entations of feet segments [89]. Recently, Perrot et al. [90] proposed visual-hull based
method for joint angle measurement; they concluded that the range of knee and hip
joint motion matched the value obtained with the marker-based method.

Structured light and time-of-flight (ToF) [91] are machine vision technologies where
distance of every pixel from a camera is determined. Recently, these techniques have
been applied in motion capture and gait analysis [92]. The best known and most
affordable devices based on the techniques are the two versions of Microsoft Kinect.
They were released to provide motion capture for Xbox games. The first version of
Kinect was based on structured light. The device has IR laser projector, which projects
a know pattern of IR light. An IR camera of the device detects the pattern, as it reflects
back from the scene. Depth map of the scene is infered from the deformation of the
IR pattern [93].

Kinect is designed to capture the human figure, when a person is facing towards the
camera. Thus, studies evaluating the suitability of Kinect V1 for frontal plane motion
analysis have been conducted [94]. Huber et al. studied the feasibility of Kinect
in shoulder joint angle tracking [95]. They observed that the test-retest reliability of
shoulder angle was good, except for the flexion movement where the shoulder joint was
occluded from the Kinect by the arm. Moreover, the discrepancies between Kinect and
goniometer were clinically significant in all shoulder poses. Thus, accuracy of sagittal
plane joint angles is limited [96]. Therefore, when Kinect is utilized in gait analysis, a
custom measurement setup and data processing is required [97]. For example, Pfister
et al. [98] placed Kinect at a 45 angle with respect to the walking direction. The
spatio-temporal parameters such as gait speed and step time have shown acceptable
accuracy and repeatability [37]. The accuracy of Kinect during treadmill walking was
evaluated by Xu et al. [99]. In their setup, Kinect was located in front of the treadmill.
Tracking of ankle joint position was not reliable with this setup, and thus step width
was not accurately detected.

Kinect V2 was released in 2015; the new version is based on ToF technology. Xu
et al. compared joint center location estimation with Kinect V1 and with V2 [100].
They found no significant differences in the accuracy of the estimation between the
two versions. Clark stated that Kinect V2 was only moderately accurate for measuring
medial-lateral motion, significant bias was observed in concurrent measurements with



the camera system [101]. Kuster et al. [102] examined the accuracy of the Kinect V2
in quantifying upper body motions. They stated that it had sufficient accuracy except
in those motions where the arm occluded the shoulder joint, similarly to Huber’s
observations with Kinect V1. Kuster et al. also noted that bias compared to camera-
based system was smaller in the seated position. One factor affecting the accuracy is
the vertical positioning of the Kinect camera, which was placed 1.2 m above the floor
in their study.

Geerse et al. [103] proposed utilizing four Kinects to capture several steps in over-
ground walking. The limited accuracy of step width was also found in over-ground
walking [103]. They achieved good agreement in a 3D point time series when they
compared Kinect and a camera system. Mentiplay et al. [104] used a single Kinect
V2 for gait analysis. They were not able to accurately assess lower body kinematics
during gait.

Joint location estimation with the Kinect is based on the scanned surface. Thus,
individual size and shape of muscles and adipose tissue makes Kinect unsuitable for
several clinical applications, including obesity and weight loss studies. In addition,
clothing and bulky measurement equipment on the subject may affect the estimated
joint locations.

Recently, Eltoukhy et al. [105] compared Kinect with a camera-based system in
treadmill walking. They placed the Kinect camera in front of the treadmill; their
results indicated that Kinects had acceptable accuracy in hip and knee joint angles,
but poor accuracy for assessing the ankle joint angle. They noted that Kinect under-
estimated step length and width compared to the camera-based system.

Several measurement setups of multiple Kinects have been used to capture three-
dimensional motion. Recently Yang et al. proposed a solution using three Kinect
cameras [106], they conducted their measurement with the subject walking three me-
ters in a straight line. The Kinect-based system for recording several consecutive steps
are not straightforward to implement. Another limitation of Kinect is its fixed sam-
pling rate, it provides orientation data at 30 Hz. Nonetheless, the Kinect camera is
able to capture IR images at 300 Hz and one method for tracking motion at 300 Hz
using raw data of Kinect has been proposed [107].

Several Kinect-based applications for elderly care and stroke rehabilitation have
been proposed [108]. These applications include fall detection [109] and exercise games
[110].

The same structured light technology used in Kinect V1, is used in Intel® Re-
alSense™cameras [111]. The cameras can be used with a laptop to capture gestures
of hands and facial expressions of the user. Several models of RealSense cameras are
available, and also a software development kit is provided [112]. Thus RealSense cam-
eras can be used in developing various human-computer interaction applications [113].

2.4.2 Inertial sensor applications

Wireless inertial sensors offer a feasible way to capture whole body kinematics outside
the laboratory, only a wireless connection to a laptop is needed to record data. Thus,
inertial sensors have been used in workplace ergonomic assessments [114-116]. The
sensors have also been utilized in several sports applications, such as alpine skiing [117]
and snow-boarding [118], ski-jumping [119,120] and swimming [121]. Novel methods
that improve joint angle estimation during inertial sensor measurement [122,123],
and methods that estimate joint moments using only inertial sensors [124] ,ay be
advantageous in further development of inertial sensor-based methods.
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If a novel inertial sensor-based is intended to replace conventional marker-based
analysis in the motion laboratory, the method must be compared with the conventional
method in concurrent measurements. In publication III, this kind of comparison was
conducted in an application evaluating back motion. With respect to clinical gait
analysis, only a few comparative studies have been made [125,126].

An inertial sensor can capture the whole body motion ambulatory. In contrast,
ground reaction forces (GRF's) cannot be measured outside the laboratory. Therefore,
several methods to estimate GRF without force platforms have been proposed [124,
127,128]. Ren et al. [127] described a method based only on camera-based motion
capture. The major problem in camera-based methods is the difficulty in estimating
how the total GRF is divided between the two feet. Sim et al. [128] proposed a method
using pressure insoles; their method exploits a wavelet neural network.
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3 Aims

Specific aims of the original publications are as follows.

1. To quantify the kinematic and kinetic changes associated with bariatric surgery-
induced weight loss in obese subjects using a model-based method.

2. To develop a state-space estimation method, which accurately determines posi-
tion, orientation and acceleration of human body segments based on 2D marker
observations during both smooth and rapidly changing motion.

3. To devise a novel method to estimate 3D shape of the spine during motion. This
method incorporates inertial sensor measurements, geometrically realistic model
of whole spine and data processing methods based on quaternion algebra.
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Materials and methods

In this section, first the the measurement laboratory used in the study is introduced.
Furthermore, mathematical concepts for presenting three-dimensional orientations are
described. Subsequently, the methods utilized and developed in studies I-III are pre-
sented.

41 MOTION LABORATORY

The measurements of the present study were carried out in the motion laboratory of
the Department of Applied Physics, University of Eastern Finland. The laboratory has
been planned and built for clinical gait analysis [129-131]. The laboratory equipment
consists of high-speed cameras with an in-house developed camera data acquisition
system and a walkway with two embedded force platforms (Model OR6-7TMA, AMTI
Inc., MA, USA). Different measurement devices, such as an EMG measurement system
and pressure insole systems, can be synchronized with the camera system using photo
cells, and radio frequency triggers. Figure 4.1 illustrates the data collected in motion
laboratory.

The camera system consists of six high-speed Firewire (IEEE 1394) cameras (model
Basler A602f) for motion capture. The resolution of the cameras is 656 x491 pixels;
the frame rate used in studies I-ITI was 100 frames/s. The cameras are equipped with
IR illumination LEDs and IR filters. Reflective, spherical markers are attached on the
subject. In studies I and II markers of diameter 18 mm were used, they were mounted
on the skin and spandex suit. Only the markers should be visible to cameras, other
materials in the laboratory are selected so that they do not reflect IR light. Raw
images from the cameras are saved as 8-bit grayscale images. Pixel coordinates of the
centroids of the markers are detected from these images using an in-house developed
algorithm, implemented in NI LabVIEW 2010. Laboratory has a walkway, where
subject has space to take several steps before the two force platforms.

In study II, a triaxial piezoresistive accelerometer (Meac—x®, Mega Electronics
Ltd, Kuopio, Finland) was used in addition to the camera system. The range of the
accelerometers is £ 10 g, the resolution is 0.0015 g and the sampling rate 1000 Hz. The
accelerometer data were collected using Biomonitor MEG6000® telemetric datalogger
(Mega Electronics Ltd). The datalogger was synchronized with the camera system
using a radio frequency trigger.

15



Multiple
cameras

%01,
03,
NM““Iu"
1y
. E

Electromyography

Camera control and
synchronization

Accelerometers

AN

Pressure insoles

D

Figure 4.1: Measurement devices in the motion laboratory. The camera system
and force platforms are synchronized using photocells. Additionally, accelerometers,
electromyography and pressure insoles can be added to the synchronized measure-
ment.
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4.2 PRESENTATION OF 3D ORIENTATIONS

One fundamental aspect of motion analysis involves the possibility to create mathemat-
ical representation of 3D orientations. Orientations of moving objects and transforma-
tions between coordinate systems have to be handled robustly during the measurement
and analysis.

Quaternions are an extension of complex numbers and they have their own algebra
(132]. A quaternion is given q = [‘7(1) +qp)i+qp)i+ q(4)k}, where g(1), 4(2), 4(3)
and q(4) are real numbers. Imaginary part of the quaternion has three components,
the definition includes three different imaginary units i, j and k.
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A practical convention is to denote quaternion as a vector g, g € R*:

qz[w], (4.1)

Yq

where w € R is the real part, 9, € R3 is the imaginary part.

Quaternions, whose norm equals one are called unit quaternions. The unit quater-
nions are commonly used for 3D orientation representation, especially in computer
graphics [133]. They provide robust, singular-free method for representing arbitrary
rotations in 3D space. A unit quaternion g; can be used to represent an orientation
in a reference coordinate system or a rotation between two orientations. Consecutive
rotations are represented using quaternion multiplications. Rotation g, followed by
rotation g1 is a quaternion multiplication

wiwy — Tg1 - U2 4
g2 = - - q—i— IR, € R%, (4.2)
W2Tg1 + W1 Vg2 + Vg1 X Vg

where - is a scalar product and X is a vector product.
The conjugate of a unit quaternion represents the inverse rotation of the rotation
designated by g, defined as
g = [ @ ] . (4.3)

_Uq

The orientation g, with respect to orientation q; is expressed by the relative quater-
nion frel,

qrel = QTQZ- (44)

The orientation gy is in coordinate system spanned by g;.

Even though unit quaternions have four components, they have only three degrees
of freedom, due to the normalization. Thus, the components of a unit quaternion
are not independent, therefore it is not straightforward to use quaternions in matrix
computations. One option is to convert quaternions to rotation vectors [134]. Rotation
vector W,, W, = 0 represents rotation of angle 6 around unit vector & € R3.

The quaternion 4.1 is converted to a rotation vector w, with the following equa-
tions:

f = 2arctan (quH> SWq = 6@. (4.5)
w el

A unit quaternion representing this rotation is [132]:

1= [ (2) 0 (2)] w

4.3 SUBJECTS AND MEASUREMENTS OF STUDY |

4.3.1 Subjects

Participants for study I were recruited from the clinical nutrition unit of Kuopio Uni-
versity Hospital, Kuopio, Finland. The recruitment period was from October 2008
to August 2010. The entry criteria consisted of patients being cleared for bariatric
surgery at Kuopio University Hospital and willingness to take part in the present
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study. Previous knee or hip arthroplasty was an exclusion criterion. Each participant
provided written consent to participate in this study after receiving detailed informa-
tion about the study design. The Ethics Committee of the Kuopio University Hospital
approved the study design.

At baseline, fifteen female and three male middle-aged obese adults aged between
30 and 63 years were recruited for this study. The baseline measurement for each
subject was performed before the bariatric surgery. The follow-up measurements were
performed 8.8 (SD 4.2) months after the surgery. Two subjects refused to participate
in the follow-up measurements due to personal reasons. Two subjects failed to com-
plete the tests at 1.2 m/s and 1.5 m/s walking speeds and one subject was excluded
because ground reaction force data from the follow-up measurement was lost. The
characteristics of the 13 participants (ten female and three male) included into the
final evaluation are shown in Table 4.1. From these subjects, one failed to complete
tests at 1.5 m/s and one subject’s camera data was lost at the 1.2 m/s walking speed.
At baseline all 13 subjects were severely or morbidly obese, i.e. the body mass index
(BMI) was > 35 kg/m? (range 36.4-49.7). Average weight loss was 26.7 kg (SD 9.2
kg), corresponding to 21.5% (SD 6.8%) of the initial weight.

The self-reported disease-specific joint pain was assessed using the Western On-
tario and McMaster Universities (WOMAC) Osteoarthritis Index [135]. Four subjects
reported mild knee pain (Table 4.1).

The knee and pelvis radiographs were taken and evaluated using Kellgren-Lawrence
grading [136], in which grade > 2 was regarded as knee or hip OA. According to the
radiographic score of the subjects, none had hip OA and three subjects had mild knee
OA (KL 2) and one subject had moderate knee OA (KL 3) (Table 4.1).

Table 4.1: Subject characteristics (n = 13). Values are means (SD) and knee and
hip radiographic KL-gradings are number of subjects.

Variables
Age (years) 45.5 (10.3)
Weight (kg)

Baseline 123.3 (19.1)

Follow-up 96.6 (16.2)
BMI (kg/m?)

Baseline 42.2 (3.9)

Follow-up 33.1 (3.8)
WOMAC!

Pain (0-100 (mm))

Baseline 15.8 (11.6)

Follow-up 9.1 (4.5)
Knee/hip KL-grading?

0 5/12

1 4/1

2 3/0

3 1/0

4 0/0

! Those who reported knee pain (n = 4),
WOMAC (Western Ontario and Mc-
Master Universities Arthritis Index)

2The more severely affected side,
Kellgren-Lawrence (KL) grade.
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4.3.2 Measurements

Walking speed was measured using a pair of photo-cells located 2.5 meters apart on
either side of the force platforms. The data collection was initiated when the subject
passed the first photo-cell. This, along with the sufficient calibration volume of the
camera system, enabled the recording of 3D-kinematics of four consecutive steps.

The subjects were given enough time for warm-up and to become familiar with the
experiment protocol. Subsequently, the subjects walked barefoot at pre-determined
gait speeds, 1.2 m/s and 1.5 m/s, along the walkway. Six trials at both speeds were
recorded, with the trial order being randomized. A trial was discarded if both feet did
not hit the force platforms or if purposeful targeting on the platforms was observed.
Furthermore, gait speed had to be within +5% of the target speed.

Subjects wore tight-fitting spandex trousers and a shirt. The markers were at-
tached onto the skin of the feet and onto the suit. Marker placement was based on
a modified Helen Hayes marker set, where three markers per segment were mounted.
Marker locations were the posterior heel, first and fifth metatarsal heads, lateral malle-
oli, tuberositas tibiae, lateral knee joint space, gastrocnemius muscle, biceps femoris
muscle, trocanter major, spina iliaca anterior superior and lumbar vertebra.

4.3.3 Data analysis

Motion tracking was performed using a seven-segment model. The model was similar
to the one presented in study II, with segments being the pelvis, both thighs, shanks
and feet. Relative segment masses were taken from the literature [137]. Joint angle
and moment graphs were calculated for all gait trials. Clear outliers were removed
based on visual inspection of the graphs. Parameter values were determined from the
remaining trials. The value of the parameter for a subject was defined as the mean of
these values.

Cadence parameters were calculated using kinematic data. To determine step
width, we defined two lines which connected consecutive heel contact points of the
same foot. The step width was determined as the distance between a line and the
opposite heel contact point.

The nonparametric Wilcoxon signed rank test was used to determine the differences
between the baseline and the follow-up measurements on the computed variables. The
level of significance was set at p < 0.05.

4.4 METHODS APPLIED IN STUDY Il

4.4.1 Multisegment model and its kinematic state

A multisegment model representing human lower body was defined in 3D space. In this
arrangement, model segments have fixed dimensions and they are articulated together.
The model can be backprojected onto the image planes. Figure 4.2 shows a sample of
the model and its backprojections. Points where the next segment is articulated are
defined in segment reference frames. Similarly, fixed points are defined to the locations
corresponding to placement of reflective markers on the subject. These anchor points
are used in the observation model of the UKF (section 4.4.2). Model dimensions are
defined in calibration measurements. Anchor point locations are adjusted based on
the marker placement of each measurement.
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The model is parametrized as a hierarchical model: the position (7y) and the
orientation (gg) of a base segment are defined in a laboratory reference frame and the
positions of other segments are determined by relative quaternions and joint points.
In addition to model geometry, only the base segment pose and joint angles are needed
in order to define the pose of all the segments.

The velocities and accelerations of the segments are also of interest. Therefore, the
state vector x of the model is defined as:

x=1[Toqoqn - qjn Do Do @jn DN,
do do Ay o Eyn | (4.7)

Vectors ¥g and dg are the linear velocity and acceleration of the base segment.
Quaternion gp and vectors Wy and &y are the orientation and the angular velocity and
acceleration of the base segment in the laboratory reference frame. Subindexes j1...jN
refer to the joints of the model. Relative quaternions qj1---qjN describe the orientation
difference between adjacent segments, and the corresponding angular velocities and
accelerations are stacked in the vector.

The state and the model geometry unambiguously define the kinematics of each
segment. Hierarchical modeling makes it possible that the degrees of freedom of joints
are constrained, e.g., by replacing a quaternion by a single angle and a fixed rotation
axis.

When calculating sums and differences of vectors of the form (4.7), quaternion
parts have to be treated by quaternion multiplications.

Let the sum and subtraction of state vectors x; and xp be [132]:

71+7 F1—7
*
4291 9201

U1+ 0o D1 — o
X Xy = o i X Xy = N i 4.8
1Dx2 Byt | T1O% 1 — G (4.8)

A1+ do d1 — dp

X1+ &y X1 — a2

The quaternions in the state vectors are converted to rotation vectors using proce-
dure (4.5). Other parts of the state vector remain unchanged in the conversion. The
conversion is denoted W = Rotvec (x). The opposite conversion is carried out with
equations (4.6), and it is denoted x = Quat (W).
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Figure 4.2: Lower body model and its backprojections on image planes of six
cameras. A screenshot from graphical user interface implemented in MATLAB
environment.

4.4.2 Unscented Kalman filter using quaternions

In this section, an algorithm used for time-varying estimation of the multisegment
model state (4.7) is presented. The algorithm is based on the Kalman filter (KF) [51]
and unscented transformation (UT). The algorithm is called the unscented Kalman
filter (UKF) [138].

The publications of Sirkki and Hartikainen [139], [140] served as references when
formulating the algorithm. The handling of quaternions in the UKF is based on the
work described in [134].

The novel contribution of the proposed filter lies in the state evolution model of
the UKF. In the linear KF and in the EKF, an evolution model f(-) is applied at a
time step k to the previous estimate %1, Xgr—1 = f (}_1), and a predicted estimate
Rplk—1 18 yielded. In the UKF, the UT is performed for %4_1, and an evolution model
is applied for a set of sigma points. (see the Appendix of publication II for details).

Next, the implementation of the proposed evolution model (f(-)) for a single state
vector is presented.
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State evolution model with contact constraint

The evolution model is a Wiener Process Acceleration (WPA) model [141], where the
derivative of acceleration is modeled as Gaussian noise. This model is used when the
contact constraint is not triggered.

For linear motion the state evolution model is as follows:

e L (Ar?

Fo = Tr1+ Op 1At + akfl( 2) (4.9)

O = Op_1 + dr_1At (4.10)

3 = fl:k,l, constra?nt n(?t triggered (4.11)
Aeonst, constraint triggered

When the contact constraint is triggered, an acceleration impulse is inserted to dj.
The acceleration impulse is defined depending on what type of collision is intended to
be modeled. In the case of floor contact, acceleration can be chosen such that it stops
the motion of the model towards the floor, during one or several time intervals At.

When handling angular motion, rotation vectors are used [134]. First, rotations
caused by angular velocity and angular acceleration during the time interval At are
extracted from the input state X;_q,:

Angular velocity:

angle: 6, = |&r 1| At (4.12)
axis: By = okl (4.13)
| @p-ll

and angular acceleration:

B At)?
angle: 0y = ||&_q]| % (4.14)
I Qg1
: = 4.15
axis: &, Tl (4.15)

Corresponding quaternions g, and g, are constructed using equation (4.6). These
quaternions are combined with the quaternions in %X;_; by quaternion multiplications
[134]:

Tk = Ja (G k-1) (4.16)

For angular velocity and acceleration, the WPA model is used.

Wy = W1+ 1At (4.17)
& = W1 (4.18)

Initialization of the algorithm

The initial state estimate Xy and its covariance Py have to be set before the filtering.
The initial pose of the model can be defined by a time frame where a sufficient number
of observations are identified, and checked visually. Initial velocities and accelerations
may be set to zero. The matrix Py should be positive-definite. One simple option is
to use a diagonal matrix, with elements of the magnitude 1074...10~! on the diagonal.
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The algorithm at time step k

Unit quaternions are used for orientation presentation in the state vector. However,
matrix calculations in the UKF are performed with rotation vectors. Therefore, the
algorithm includes conversions between quaternions and rotation vectors. Matrices X
and all the covariance matrices in the algorithm contain rotation vectors. Matrices
X contain quaternions. Adjustable parameters of the UT are denoted by the scaling
parameter ¢, weight matrix W, and weight vector w, see Appendix of publication IT
for details.

The algorithm of the filter is as follows:

Predict step: The state estimate %X;_71 and its covariance Py_; from the previous
time step are known. In the predict step, UT is performed for %;_1.

First, matrix Xj;_; is constructed:

i =Ve {0 VP —v qu] (4.19)

A set of sigma points X;_q is constructed by converting rotation vectors in Xj_q
into quaternions and adding the mean to each point:

Xi-1 = Quat (Tp_1) @ [Re1,- 5 K1) (4.20)

Next, the evolution model is applied to each sigma point and the predicted state
estimate Xy, is calculated using propagated sigma points (Xk\k—1)~

Xik—1 = f (Xe1) (4.21)
k-1 = Xpj—1W (4.22)
X1 = X1 © [}A(k\kflr' " ﬁk|k71} (4.23)
Zk|k71 = Rotvec ()~(k|k,1) (4 24)
Pieor = ZepaWE, +Q. (4.25)

In equations (4.23) and (4.24), sigma points Xy ;_; are modified for the computation
of predicted covariance Py;_1. Matrix Q is the covariance of state noise; this will be
explained later (4.33).

Update step:

Zy = h(Xy_1) (4.26)
2y = ZIyw (4.27)
Zy, = Zp— |24, 2] (4.28)
Sy = ZWZ!/ +R (4.29)
Kp = Iy 1WZL (S0 (4.30)
X = Fp—1 D Quat (Ky (z — %)) (4.31)
Pp = Prpog — KiSiK{ (4.32)

The observation model h(-) comprises the articulated model and its backprojections
onto camera image planes. Output vector of the observation model consists of 2D
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pixel coordinates of model anchor points. Consequently, matrix Zj contains pixel
coordinates of anchor points corresponding to each sigma point in (Xk|k71)- Vector
z} consists of observed pixel coordinates of markers on camera image planes. Not all
the markers are visible to all cameras in every time frame. Indexes corresponding
to missing observations are set to zero in both Z; and in z;. The observation noise
matrix R defines the expected uncertainty of the observations. By setting R = (TIZ{I,

the variance of the observation noise UIZ{ is expected to be the same for all observations.

Matrix Sj is the covariance of the measurement residual, and the Kalman gain
matrix K is used in calculating the updated state estimate X; and its covariance Py.

Since a WPA model is used, and since the rotations are described by rotation
vectors, the matrix Q is of the form [141]

@’ @0ty (any
204 8 3 3 )
Q =c3 CUS G TS i (4.33)
3 2
(COW SRCUS SN

where I is an identity matrix, with size equal to the degrees of freedom of the model,
and 02 is the selected noise variance, state noise. If different noise magnitudes are
specified for the linear and angular parts, block I is stacked from two blocks that have

their own Jé coefficients.

Filter parameters

Noise variances 02 and (TIZ{ determine the behavior of the filter. The smaller 0'12{ is,

the more the observations of the current time step are weighted in the estimation i.e.
estimates may be affected by noise in the data. On the other hand, small state noise
variance (Té leads to estimates that obey more strictly the state evolution model. In
the case of the WPA model, this means that changes in estimated motions are slow.

Marker identification

Estimates of the state (4.7) determine the pose of all model segments. Therefore, the
predicted state can be utilized in marker identification. Once the filter is properly
initialized, the predict step gives a reasonable estimate for the model pose in the
current time frame, and observations are identified before the update step, where the
observations are needed.

4.4.3 Unscented fixed-interval smoother

The fixed-interval Kalman smoother consists of filtering and backward recursion phases.
Backward recursion is implemented according to [139]. The matrices Cy and Py_q
used in the recursion are stored during the filtering for each time step k. Matrix Cy is
the cross-covariance of X and Xy _1:

G, = LWI (4.34)
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Backward recursion consists of the computation of matrix Dy and the use of the filter

estimate x; and predicted estimate X1, to form the final estimate ximth:
1
Dy = G (Pk+1\k) (4.35)
d = Rotvec (Xi‘f{h © Xk+1‘k) (4.36)
X — @ Quat (ij) (4.37)

The whole algorithm, consisting of filtering and smoothing phases, is referred to as
the unscented Kalman smoother (UKS).

4.4.4 Reference algorithm

The extended Kalman filter in conjunction with multisegment models has been used
for human motion tracking in several cases [50,52,54]. Usually, state models are
similar to the WPA model; the motion is assumed to be smooth. In the validation
measurements, an EKF with the WPA model as the evolution model was implemented
as a reference method. The filter tuning parameters were the same in both the UKF
and the EKF. After applying the EKF algorithm, an extended fixed-interval smoother
was performed [142]. In the rest of this thesis, the EKF with the smoother is referred
to as the extended Kalman smoother (EKS). The smoother was used in acceleration
estimation. The trajectory estimates of the 3D points were examined after the filter
step, without using the smoother.

4.5 MEASUREMENTS CONDUCTED IN STUDY 1I

4.5.1 Test device

In order to test the method with a single segment model, measurements using a test
device were performed. The device was built for the testing of motion laboratory
equipment accuracy [129]. The device consists of an aluminum rod (length 101 cm),
and two horizontal steel rods (length 17 cm). The rods have reflective markers fitted
on the both ends. The device has two plastic brackets for mounting of accelerometers
(Fig. 4.3, left).

During the measurement, the test device was moved by hand. The rod was con-
secutively raised and then struck on a force platform. One-centimeter-thick foamed
plastic carpet was used on the platform to soften the collisions. Four measurement
sets of 50 seconds duration were performed. There were a total of 108 strikes con-
ducted. The speed at which the rod was struck to the platform was varied to obtain
acceleration peaks in a range from 0.5 g up to 6 g.

Contact was detected using the force platform. An accelerometer was mounted
on the lower bracket of the device. After the measurements, acceleration data were
re-sampled to 100 Hz and gravitational acceleration was subtracted from the time
series.

The model of the test device was constructed by using the measured dimensions
(Fig. 4.3, right). The model state was presented as a vector of the form (4.7). In
this case, the model had only one segment and no joints. Camera observations of four
markers on the rods served as input data for the motion tracking algorithm.
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The kinematic parameters of the model were then estimated using the presented
approach, i.e., a model-based unscented Kalman filter with the contact constraint
and smoother. The extended Kalman filter was used as a reference method. In both
methods, a fixed-interval smoother was executed after filtering.

The contact constraint in the study was implemented by inserting linear accel-
eration into the state estimate in such a way that downward motion of the model
decelerated instantly. The acceleration inserted into the estimate at the floor contact

(time instant k) in the UKF was a,(k) = —0.9#, where v;(k — 1) is the vertical
speed in the previous time frame and Af is the step duration. The coefficient —1
instead of —0.9 would completely stop the downward motion in one time step. A
coefficient smaller than one was selected to ensure that the rod did not bounce back
from the floor. The WPA model (equations (4.9)-(4.11)) used in the UKF predict step
transferred the effect of the modified acceleration to the velocity and to the position
of the model. The smoothness of the Kalman filter estimate is adjusted by coefficients
of two covariance matrices (see section 4.4.2). It can be noted that when the appro-
priate order of magnitude for the coefficients is found, estimation is not sensitive to
slight changes in the coefficients. The values of covariances depend on the magni-
tudes of state vector elements and observation coordinates. In the results shown, the
parameters used were (7(22 = 200 and 1712{ =0.1.

The re-sampled accelerometer signal and the estimated accelerations were trans-
formed to the laboratory coordinates. Vertical components of the signal and the
estimates were then analyzed. Acceleration peaks were detected from the signal and
estimates, and peaks corresponding to each floor contact were compared.

Figure 4.3: On the left: The test device with reflective markers and mounting
brackets for accelerometers. On the right: Model of the test device. Model anchor
points (¢) are defined to correspond to marker locations.

4.5.2 Lower body model

Measurements of human walking were performed to test the motion and acceleration
estimation with a multisegment model. Two series of measurements were performed
with two adult subjects, and twenty gait trials, each with one heel strike were analyzed.
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Gait speeds of 1.0 m/s, 1.2 m/s, and 1.5 m/s, with 5% tolerance were used. These
speed ranges are widely used in clinical gait analysis.

Reflective markers were mounted on the skin and on tight-fitting spandex trousers
using double-sided adhesive tape. We used the following marker locations: the first
and fifth metatarsal heads, heel, lateral and medial malleolus, the lateral and medial
epicondyle of the femur, greater trochanter, spina iliaca anterior superior, and sacrum.
An accelerometer was mounted on the right foot using an adhesive bandage. The
mounting location was on the medial side of the heel (Fig. 4.4, left).

Similarly to the test device measurements, camera observations served as input
data in the estimation. Force platform signals were used for contact detection. The
accelerometer signal was used as reference data.

A seven-segment model of the lower body was constructed, as described in section
4.4.1: the pelvis segment was used as the base segment and the pose of the other
segments was defined through joint angles (4.7). Anchor points were defined to cor-
respond to marker locations (Fig. 4.4, right). The model segment lengths, joint point
positions, and accelerometer positions were determined in a calibration measurement,
where the subject stood in a neutral position so that good visibility of the markers
to the cameras was ensured. A set of three markers were attached to the accelerom-
eter case in a calibration measurement. Thus, the position and orientation of the
accelerometer with respect to the foot segment could be determined. The same model
was used when performing the proposed method and the reference method.

The contact constraint was implemented by inserting an acceleration impulse into
the state of the seven-segment model. The magnitude of the vertical acceleration
impulse was —C%, where 0;(k — 1) is the velocity of the foot segment prior to
the floor contact. Coeflicient ¢ in the gait measurements was varied. The quantitative
results reported were obtained using ¢ = —0.9 with the filter parameters being O'é =

10 and o = 0.1.
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Figure 4.4: On the left: an accelerometer mounted on the foot of the subject. In
the calibration setup, additional sets of markers are attached on the accelerometer.
On the right: model used in human motion tracking.

4.6 METHODS AND MEASUREMENTS APPLIED IN STUDY Il

4.6.1 Measurement setup

The inertial sensors used in the measurements are manufactured by Xsens Technologies
(Enschede, Netherlands). The model of these wireless sensors is Xsens MTw (1st
generation). The sensors were used to capture the motion of the lower body, spine
and head. Sensor locations on the spine were chosen according to Ernst et al. [143].
They found that the spinal processes of the three thoracic vertebrae (T4, T7 and
T10) and two lumbar vertebrae (L1 and L4) are located at the same relative distances
along the distance between C7 and the PSIS-level, independent of subject body length.
These locations are C7 0%, T4 21%, T7 39%, T10 54.1%, L1 70.9% and L4 86.1%.
Locations for the sensors were marked on the skin and the lower edges of the sensors
were placed on the marks. Each sensor was first attached on a slab of foamed plastic,
which was then mounted on the skin using double-sided skin tape. Fig. 4.6(a) shows
the measurement setup. The orientation data was recorded at 40 Hz sampling rate.

The study design of study III was approved by the Research Ethics Committee of
the North Savo Hospital District. Informed consent was obtained from all individual
participants included in the study.

4.6.2 Kinematic model of the spine and lower body for inertial sensor
measurement

Kinematic model of human skeleton was constructed for the pose estimation of lower
limbs and vertebrae. The body segments were modeled as rigid bodies, articulated
together at joint center points. The model consisted of pelvis, the 24 vertebrae of
the spine, head, thighs, calves and feet. The joint centers between the vertebrae were
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defined to the approximate center of inter-vertebral discs. The size of the vertebrae
was scaled using the total length of the spine. The joint centers between the other
segments were set based on the recommendations commonly used in reporting joint
kinematics [144,145]. All the joints had three degrees of freedom. The surface models
of the segments were extracted and modified from OpenSim open-source library [146].
The kinematic model during spine rotation movement is visualized in Fig. 4.6(b). This
shows the vertebra on which the lower edge of the sensor was mounted. The length
and direction of a vector from the vertebra origin to the sensor location was adjusted
based on soft tissue thickness of the subject, these vectors are visualized in Fig. 4.5.
In this study, the length of the spine model was scaled using camera observations, the
scaling can also be done using measured C7-PSIS distance.

Figure 4.5: A snapshot of a kinematic model of lumbar spine. The yellow lines
are vectors from vertebrae centers to a modeled sensor locations. Orange squares
show the locations of the sensors on S1 and L1 estimates from camera-based motion
capture.

Orientations of the model segments are presented using unit quaternions. Euler
angles are used in reporting angle values; next the issues in calculating the angle values
will be discussed.

Any unit quaternion can be converted to a rotation matrix unambiguously. The
rotation matrix can be further converted to a set of Euler angles, the Euler angle
values depend on the selected Euler sequence. For example, an Euler sequence z —
y — x means that the first Euler angle represents rotation around the z-axis of the
reference coordinate system. The second Euler angle gives the rotation around the
y~axis of the coordinate system rotated by the first angle. Correspondingly, the third
angle represents the rotation around the zaxis of the coordinate system after the
second rotation. By choosing a proper Euler sequence Euler angles can be used to
describe angles in the three anatomical planes [144]. Since angle values depend on
the Euler sequence, details of the sequence used should be described when reporting
angles in 3D motion analysis [147]. Cognolato [82] suggested that the Euler sequence
should be selected so that the axis around which the largest motion occurs should be
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first, and the axis with smallest range of motion should be last. In this study Euler
sequences were chosen so that the anatomical angles are in the sequence flexion —
lateral bending — spine rotation.

The kinematic model of the spine includes orientation of every vertebra, but only
seven orientations are measured, hence interpolation of orientations is needed. A
method called spherical linear interpolation (SLERP) [132] provides a robust and flex-
ible way to compute the intermediate orientations. The SLERP gives the intermediate
orientations along the shortest possible path.

Xsens sensors output the orientation from the sensor-fixed coordinate system to
an Earth-fixed coordinate system [148]. The Earth-fixed coordinate system is a right-
handed Cartesian system. The positive z-axis points to the Earth’s magnetic North
Pole and the zaxis points upwards, opposite to the gravity, and y-axis is defined by
the right-hand rule. Sensor-fixed coordinate system is aligned with the plastic housing
of the sensor.

The output quaternion of the sensor, gg, transforms a vector 7g in sensor coordinate
system to the earth-fixed coordinate system, vector 7g. The coordinate transformation
can be equivalently expressed using rotation matrix Rg.

75 = R, (4.38)

or using quaternion gg in multiplication

[ % } =4s [ ;S } qs (4.39)

where vector 7g is concatenated by zero, and multiplied with quaternions g¢ and gs,
respectively.

4.6.3 Calibrating model pose using inertial sensor data

Calibration was performed based on Roetenberg et al. [149]. During the calibration
measurement, the subject was instructed to adopt a certain posture. The calibration
posture in this study was a neutral standing posture, legs should be shoulder width
apart and the spine naturally curved.

In order to calibrate, orientations of the sensors at calibration are defined in the
Earth-fixed coordinate system. This set of orientations represents the supposed pos-
ture of the subject at the calibration.

In the spine measurements, it can be assumed that vertebrae at the neutral posture
are aligned with each other, i.e., the lateral bending and rotation angles between the
vertebrae are zero. However, the sagittal plane angles, i.e., the natural curvature
of the spine, is preserved in the calibration procedure. Uncalibrated and calibrated
orientations of the sensors at the calibration posture are illustrated in Fig. 4.7.

The angle around the global zaxis is called the heading. A heading for the whole
model is needed in the calibration. This heading is determined based on the headings
of individual sensors.

Next, the calibration procedure will be briefly presented. First, the calibration
posture of the model is rotated to the heading measured at the calibration. Let g;
be the orientation of the i:th segment of the model. Quaternion g, corresponds to
the measured heading at the calibration. The heading of the model segment is set by
quaternion multiplication

9ih = qndi- (4.40)
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(a)

Figure 4.6: The measurement setup (a) and kinematic model (b) during spine
rotation movement. Single Xsens MTw sensor at lower left corner of (a) source: [148].

Let gs,¢, be the measured orientation of the i:th segment at calibration time instant
to. The difference between gs ;) and g;}, is stored to the quaternion 4j,

i = 45,1, 9i - (4.41)

Now, the measured orientation gg at any time instant is calibrated by quaternion
multiplication
qs,c = qsdi- (4.42)

This calibration procedure addresses misalignment between a skin-mounted sensor and
an underlying body segment.
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Figure 4.7: The effect of calibration on the orientations of the inertial sensors on
the spine. Uncalibrated orientations (a), (b) and (e) and calibrated orientations (c),
(d) and (f). Views from back, left and above.



Results

The following chapter summarizes the most important results of studies I-III. For
additional details and complete results, see ORIGINAL PUBLICATIONS.

5.1 RESULTS OF STUDY I

As described in section 4.3, the study subjects were 18 obese individuals. The mea-
surements were made prior to and in the follow-up after they had undergone bariatric
surgery. No differences between the baseline and the follow-up were observed in swing
time, in double support time or in stride length, whereas a significant decrease in step
width was observed (Table 5.1). The hip flexion angle at initial contact decreased sig-
nificantly at both gait speeds, but no significant changes were observed in knee joint
angles (Table 5.2).

Both absolute and normalized values of knee joint moments are reported. Moments
were normalized by dividing the absolute values by the product of subject’s mass and
height. Possible changes in gait geometry are reflected in the normalized values.

A significant decreases in the absolute values were observed in peak knee abductor
moments, peak hip extensor moment and peak knee flexor moment (Table 5.3). The
only significant difference noted in normalized moments was the increase in peak knee
abductor moment during the early stance at a gait speed of 1.5 m/s.
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Table 5.1: Cadence parameters (means (SD)) at gait speeds 1.2 m/s and 1.5 m/s.
Significant p-values in bold.

1.2 m/s 1.5 m/s
Parameter Baseline Follow-up p-value! Baseline Follow-up p-value
Step width (m) 0.12(0.03) 0.09(0.03) 0.001 0.13(0.02) 0.09(0.02) <0.001
Double support time (% Gait cycle) 14.6(1.8) 14.1(0.9) 0.570  13.2(1.3) 12.9(1.3) 0.420
Swing time (% Gait cycle) 37.6(1.3) 37.8(1.3) 0.470 40.0(1.0) 40.1(1.8) 0.970
Stride length (m) 1.29(0.09) 1.30(0.10) 0.850 1.42(0.09) 1.42(0.08) 0.850

1 Wilcoxon signed-rank test
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Table 5.3: Knee and hip joint absolute and normalized moments (means (SD)) at
gait speeds 1.2 m/s and 1.5 m/s. Significant p-values in bold.

1.2 m/s

1.5 m/s

P t
arameter Baseline  Follow-up p-valuel

Baseline  Follow-up p-value

Peak knee abductor moment

during early stance

Absolute (Nm) 70(22) 57(19) 0.016 71(27) 62(19) 0.043
Normalized (Nm/(kg m)) 0.32 (0.07) 0.32 (0.07) 0.791 0.32 (0.08) 0.36 (0.07) 0.007
Peak knee abductor moment
during late stance
Absolute (Nm) 64(22) 54(16) 0.016 61(20) 53(16) 0.092
Normalized (Nm/(kg m)) 0.29 (0.09) 0.31 (0.07) 0.204 0.28 (0.08) 0.30 (0.08) 0.110
Peak knee extensor moment
Absolute (Nm) 44(33) 33(22) 0.204 53(37) 44(29) 0.424
Normalized (Nm/(kg m)) 0.19 (0.13) 0.18 (0.10) 0.970  0.23 (0.15) 0.25 (0.15) 0.733
Peak knee flexor moment
Absolute (Nm) -50(26) -39(19) 0.043 -61(21) -43(20) 0.003
Normalized (Nm/(kg m)) -0.24 (0.14) -0.23 (0.12) 0.424 -0.29 (0.12) -0.26 (0.13) 0.339
Peak hip extensor
moment
Absolute (Nm) 119(27) 89(20) <0.001 162(34) 123(32) 0.016
Normalized (Nm/(kg m)) 0.57 (0.15) 0.54 (0.10) 1.000 0.76 (0.15) 0.75 (0.18) 1.000
Peak hip
flexor moment
Absolute (Nm) -93(27) -86(55) 0.233 -105(28) -100(63)  0.424
Normalized (Nm/(kg m)) -0.43 (0.13) -0.48 (0.18) 0.791 -0.48 (0.10) -0.55 (0.21) 0.622

I Wilcoxon signed-rank test

36



5.2 RESULTS OF STUDY I

5.2.1 Test device
3D trajectories

Reconstructions of the test device motion were inspected by creating a 3D animation.
In order to compare the UKF and EKF filters, the trajectories of the model anchor
points were compared. The reconstructed trajectories in the test device measurements
revealed differences only during and after the impacts, as expected. The different
nature of the EKF and UKF trajectory estimates are illustrated in Fig. 5.1, where
vertical coordinates of the estimates and direct reconstructions during test device
motion are shown. The residuals between directly reconstructed and estimated marker
positions showed a base level of some millimeters, which was due to the definition of
the model.

Peak accelerations

A sample of estimated and measured accelerations and detected peaks is presented
in Fig. 5.2. The figure shows that the accuracy of the constraint used works most
optimally at accelerations below 4 g. With larger accelerations, the measured signal
is underestimated. However, the estimated peak values are closer to the measured
acceleration over the whole range than estimates with the EKS algorithm. To evaluate
the quality of peak acceleration estimates, apks and ayks were plotted as a function
of easured (Fig. 5.3). A least squares (LS) fit was performed on the estimates ayks.
The LS line is ayks = 0.624measured + 0.88. The standard error of the fitting ranges
from 0.26 to 0.52 in range 0.62 g < Ayeasured < 6.00 g. The error is visualized in Fig.
5.3 as dashed lines, which show that the error is relatively small.

37



) reconstruction of obs.
v EKF
4 ——— UKF with constraint

0.595

T

0.59

T

O

o

0

o
T

T

0.575

0.57

T

1 1 1 1 1

3.3 3.4 3.5 3.6 3.7

Figure 5.1: Example on z-coordinate estimates of a marker on the rigid rod (test
device) during striking the rod tip on the force platform.
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Figure 5.3: Estimated accelerations with respect to measured accelerations in
the test device measurements. The equation of the fitted LS line is aykg =
0.6241,0a5ured + 0.88. Dashed lines represent the standard error of the fitting, which
ranges from 0.26 to 0.53 in the range 0.62 g < a4 easured < 6 g

5.2.2 Lower body model
3D trajectories

An example of the estimated and directly reconstructed trajectories during heel strike
is shown in Fig. 5.4. The constraint in the proposed method keeps the heel point
above the floor level, whereas the EKF estimate continues its path smoothly through
the floor level. Fig. 5.5 reveals the vertical coordinates of the heel point estimates as
a function of time in four gait trials. The figure illustrates that the constraint works
systematically in the gait trials.

We calculated the difference in RMS errors between the trajectories that can be
seen clearly in the heel marker during heel strikes. A window of 8 time steps around
the heel strike was used in RMSE calculations. The mean RMS error of the heel strikes
in the four gait trials of 1.5 m/s was 4.4 mm for the EKF method and 2.5 mm for
the proposed method. During smooth motion, i.e. outside the heel contact window,
differences in trajectories were very small and thus there was no difference in the RMS
error (Table 5.4).

The effect of missing data was tested by removing observations of the heel and the
ankle marker for a time interval of sixteen steps during heel strikes. The behaviour of
the estimates is visualized by plotting the z-coordinates of the heel point in Fig. 5.6.
The figure shows that the proposed method also works with incomplete data, since
the contact constraint prevents the model from penetrating through the floor, whereas
the EKF estimation is much worse due to the lack of data.
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Estimates of anatomical knee and ankle angles were calculated using the EKF and
UKF tracking results. The estimates were compared to the angle values based on
direct reconstructions of markers. The knee joints had two degrees of freedom on
EKF and UKF estimation; rotation was prevented. The angles during the gait cycle
are shown in Fig. 5.10. The constraint affects most notably the knee adduction angle
estimates.

Peak accelerations

The vertical components of measured and estimated accelerations of the foot were
compared in the laboratory coordinate system. Figure 5.7 shows measured and esti-
mated accelerations during a gait cycle. Figure 5.8 shows these accelerations during
all the analyzed gait cycles. Peak accelerations at heel strike were extracted to com-
pare estimates with measured accelerations. An LS fit was applied to the points
AUKS VS Ameasured, the fitted line is plotted in Fig. 5.9. The equation of the line is
ayks = 0.51ameasured + 0.59. The standard error of the fitting is from 0.49 to 0.95.
The range of accelerations was 1.89 g < deasured < 4.98 g. The mean and standard
deviation of the ayeasured and both estimates are presented in Table 5.5.

_ — — — - UKF+constraint
N — v - EKF
h \‘.\. s . reconstructions

Figure 5.4: Trajectories of reconstructed and estimated heel markers during one
heel strike event. Projections of the three trajectories on a vertical plane are also
shown.
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Figure 5.5: Z-coordinates of a marker on the right heel in four gait trials (Person
2, v3). Graphs synchronized, detected heel strike at t = 0.

Table 5.4: Root mean square errors between directly reconstructed observations
and estimates of marker trajectories of the EKF method and the UKF with the
constraint method. Mean of four gait trials (Person 2, v3), values in mm.

Data RMSE (EKF) RMSE (UKF + constraint)
Heel marker

Heel strikes 4.4 2.5

Whole measurement 6.9 6.8

All markers on right foot
Heel strikes 3.0 3.8
Whole measurement 7.5 8.1
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Z-coordinates of a heel point
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Figure 5.6: Effects of missing observations. A marker on the heel and a marker on
lateral malleolus is removed from the input data at a time interval of 16 time steps.
The removed data are visualized as gray dots. Heel strike at t = 0.
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Figure 5.7: Measured and estimated vertical acceleration of the foot during gait.
Initial contact occurs at 1.34 s.
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Figure 5.8: Measured and estimated vertical acceleration during heel strikes in the
gait trials of person 2. Graphs synchronized, detected heel strike at t = 0.
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Figure 5.9: Estimated accelerations with respect to measured accelerations in
gait measurements of two subjects. The equation of the fitted LS line is ayks =
0.51ameasured + 0-59. Dashed lines visualize the standard error of the fitting, which
ranges from 0.49 to 0.95.

Table 5.5: Measured and estimated peak accelerations in gait experiments (means
(£S.D.)). Measured apeasured, estimates by EKS (agkg) and the proposed UKS
(auks)- Speed classes are v1 = 1.0 m/s, v = 1.2 m/s, v3 = 1.5 m/s (£5%).

Speed Ameasured AEKS AUKS Trials

Person 1
U1 4.07 (£0.64) 0.82 (£0.21) 2.69 (£0.73) 4
%) 4.97 (£0.00) 0.64 (£0.07) 2.80 (£0.19)
U3 3.36 (£0.39) 0.92 (£0.67) 3.22 (£0.85) 2

Person 2
(2 2.24 (£0.39) 0.14 (£0.07) 1.46 (£0.23)
%) 2.87 (£0.56) 0.31 (£0.29) 2.13 (£0.51)
U3 3.55 (£0.72) 0.06 (£0.25) 2.22 (£0.31) 4
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Figure 5.10: Estimates of the right knee and ankle joint angles. The contact
constraint is triggered at the beginning of the gait cycle, (0%). Four gait trials
(Person 2, v3) are shown as example.



5.3 RESULTS OF STUDY IlII

In the study ITI, we measured and analyzed two different kinds of motion of the back,
forward bending and spine rotation. In both cases, inter-vertebral angles and sensor-
to-sensor distances by the kinematic modeling using inertial sensor measurement were
compared with camera-based motion capture. Furthermore, the measurement of spinal
shape during the movements was examined. A total of six sensors mounted along the
spine were used for the shape estimation.

The 3D orientation of every vertebrae was estimated throughout the measurements.
In Case 1, the sagittal plane angles of two different forward bending movements were
examined. In Case 2, the angles between vertebrae were analyzed in the three anatom-
ical planes. This analysis demonstrated the measurement of coupled movements.

5.3.1 Case 1: Forward bending movements

Two different forward bending movements were performed. The first movement was
forward bending with a gymstick. The subject placed a gymstick on the neck level
and he was instructed not to bend his neck. Bending was repeated six times. The
duration of one repetition was approximately five seconds. The second movement was
maximal forward bending, where the subject was instructed to bend the whole spine
as much as comfortably possible.

Comparison of inertial sensor-based and camera-based estimates

The orientations of each vertebra were estimated using inertial sensor data and the
kinematic model. The camera-based motion capture was used to obtain reference
estimates for positions and orientations of the sensors S1, L1 and T7. The angles and
distances between S1 and L1 vertebrae during the forward bending with the gymstick
are shown in Fig. 5.11 and the corresponding estimates for the maximal bending are
shown in Fig. 5.12.

The camera-based motion capture provided a reference for the distances between
the sensors. Distance estimation based on inertial sensors depends on the model
dimensions. The distance from the vertebra origin to the sensor location is a major
factor affecting the model-based estimate. As demonstrated in Fig. 5.11 the distance
between the sensors increased during the forward bending. The longer the vector
between the vertebra and the sensor in the model, the greater the increases in the
distances.

As can be seen from the graphs, camera-based estimates suffered from transient
errors in marker detection. Thus, root mean square (RMS) difference between the
estimates did not reach zero. We compared the accuracy during static and dynamic
phases; the RMS differences during upright standing, during forward bending motion
and during bent poses are shown in Table 5.6. At the maximal bending movement,
these three situations are obvious. The RMS value for the "bent pose” with the
gymstick movement was calculated from 0.6 s interval around the most bent pose.

Spinal shape estimation

The angles between the vertebrae S1, L4, L1, T10, T7 and T4 are estimated using
the sensors placed on the vertebrae during upright standing, i.e., at the calibration
pose. The angle values during the bending with a gymstick are shown in Fig. 5.13,
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Figure 5.11: Estimates based on the inertial sensor data and modeling compared to
camera-based measurement during forward bending with gymstick movement. Top:
Relative flexion angle between S1 and L1 vertebra. Bottom: Distance between S1
and L1 vertebra.

Table 5.6: RMS differences between model estimates and camera-based measure-
ments. The values were calculated during the initial pose, during forward bending
motion and during bent pose.

initial pose during motion bent pose

Flexion angle between L1 and S1 vertebrae (°)

Gymstick bending 3.81 1.13 1.75
Maximal bending 3.79 1.30 2.51
Distance between L1 and S1 sensors (mm)

Gymstick bending 4.3 1.3 2.8
Maximal bending 3.8 7.9 7.5

and during the maximal forward bending in Fig. 5.14. In these graphs, zero angle
corresponds to the calibration pose. The graphs reveal that the largest difference
between the two different bending movements was found in the angular motion between
the L4 and L1 vertebrae. In addition, the angle between T10 and T7 revealed a major
difference at thoracic spine between the two movements. During maximal forward
bending this angle (T10-T7) was converted into flexion. In contrast, when bending
with a gymstick this angle was converted into extension during the first repetition
and it remained in extension during the rest of the repetitions. The 3D posture of
the model at a certain time instant is illustrated by 3D animation implemented in
MATLAB environment (MathWorks Inc.; MA, USA). Screen captures of animations
during both movements are shown in Fig. 5.15.
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Figure 5.12: Estimates based on the inertial sensor data and modeling compared to
camera-based measurement during maximal forward bending. Top: Relative flexion
angle between S1 and L1 vertebra. Bottom: Distance between S1 and L1 vertebra.
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Figure 5.13: Flexion angles between the inertial sensors on lumbar and thoracic
spine during bending with gymstick movement.
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Figure 5.14: Flexion angles between the inertial sensors on lumbar and thoracic
spine during maximal forward bending movement

Figure 5.15: Screen captures of 3D model animation during the two forward bend-
ing movements. Left: a bending with the gymstick. Right: Maximal forward
bending.



5.3.2 Case 2: Spine rotation movement

In this measurement, the subject placed a gymstick on the neck, above the C7 sensor,
and he rotated his upper body four times consecutively.

Comparison of inertial sensor-based and camera-based estimates

During the rotation movement, the motion occurred in all three anatomical planes.
The angles extracted from the inertial sensor data and kinematic modeling were com-
pared with camera-based motion capture. The angle estimates between the sensors
on S1 and T7 are shown in the top panel of Fig. 5.16. The corresponding distance
estimates are shown in the bottom panel of Fig. 5.16.

In this movement, the RMS differences were computed during initial standing pose
and during four repetitions. The RMS differences of every three angle components
and sensor distances are shown in Table 5.7. The kinematic model provides values of
range of motion (ROM) of the three angles. The ranges of rotational motion between
S1 and T7 sensors in the four repetitions were 65.9, 67.9, 72.4, and 70.0 degrees.
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Figure 5.16: Estimates based on the inertial sensor measurement and kinematic
model (thick lines) compared to camera-based measurement (thin lines) during the
spine rotation. Top: Relative Euler angles between S1 and T7 vertebrae. Bottom:
Distance between the same vertebrae.

Spinal shape estimation

Fig. 5.17 shows the rotation angles of the lumbar and thoracic vertebrae with respect
to the sensor at S1. The angle S1-T10 shows a trend different from the other angles.
The main reason for the trend was drifting of the T10 heading angle. The 3D motion
of the model during the first two rotation cycles is provided as supplementary material
of publication III.
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Table 5.7: RMS differences between model estimates and camera-based measure-
ments at the spine rotation movement. The values during initial pose and during
four consecutive repetitions.

initial pose 1. rep. 2. rep. 3. rep. 4. rep.
Angle between T7 and S1 vertebrae (°)

rotation 0.59 2.77 4.48 3.64 2.04
lateral bending 0.20 0.61 1.13 0.75 0.58
flexion 2.94 2.28 2.27 1.94 1.69
Distance between T7 and S1 sensors (mm)
3.7 6.1 6.1 5.8 5.7
8of. S1-L4 S1-T10 S1-T4 |

Rotation angle(°)

0O 4 8 12 16 20 24 28 32 36 40
time(s)

Figure 5.17: Rotation angles of the sensors at vertebra L4, L1, T10 and T7 with
respect to the sensor at sacrum (S1) during repeated rotations of the spine.
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Discussion

In this section, first, the results of the original publications will be discussed and in
particular, the discussion of study II will be updated. In the last section, the various
methods used in this thesis and novel methods in motion analysis are compared. In
particular, the ways that each method can be utilized in the future will be examined.

6.1 GAIT CHANGES OF OBESE SUBJECTS IN BARIATRIC SURGERY-
INDUCED WEIGHT LOSS

Publication I was the first study where inverse dynamics analysis was performed using
the data collected in our in-house developed motion laboratory. Inverse dynamics
calculations were implemented in MATLAB environment.

Absolute values of joint moments decreased as the weight declined, as was hypoth-
esized. The change in peak knee abductor moment was -18.6% in early stance and
-15.6% in late stance at a gait speed of 1.2 m/s following a 21.5% weight loss. At
the gait speed of 1.5 m/s, the corresponding changes were -12.7% and -13.1%. These
decreases were smaller than those previously reported when the amount of weight lost
is taken into account; Hortobdgyi et al. [28] described a -27.0% change in peak knee
abductor moment in early stance after a weight loss of 33.6% in otherwise healthy
subjects and Aaboe et al. [30] reported up to -13% in the peak knee abductor moment
with a weight loss of 13.6% in knee OA subjects.

In contrast, the normalized values of sagittal plane moments revealed no significant
changes, which means that absolute values of moments decreased in proportion to the
weight loss. Most normalized peak knee abductor moments also remained statistically
unchanged, with the only exception being in the peak abductor moment during early
stance at a gait speed 1.5 m/s, which increased significantly. This would counteract
the beneficial effects of weight loss on compressive loads being transmitted to the
medial compartment of the knee. However, the importance of our finding is uncertain,
because no effect on that moment was detected at a gait speed of 1.2 m/s. Thus, the
results are rather consistent with those of Hortobagyi et al., who stated that there
were no significant changes in normalized peak knee extensor or peak knee abductor
moments [28] in otherwise healthy subjects. Furthermore, there is also evidence that
in knee OA subjects extensive weight loss does not modify knee moments [150].

Hortobégyi et al. (2011) demonstrated that weight loss produced a substantial
decrease in the absolute ankle plantar flexion moment at a standard walking speed (1.5
m/s), but the normalized ankle moments did not change after weight loss. Ankle joint
parameters were not reported in this study I, since the markers on the forefoot could
not be identified reliably in some situations. However, markers on the lateral malleoli
were successfully tracked and thus the position of the ankle joint could be determined.
The application point of the ground reaction force was reliably determined and thus
the inverse dynamics calculations could be completed.

In study I, there were extensive inter-subject variations in the changes of moments.
In some subjects, moment values increased, even though the mean value decreased
significantly. This suggests that in the pre-surgery state, some individuals had made
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gait adaptations which lowered the joint moments at the baseline measurement due
to neuromuscular adaptation [25].

The average decreases in step width were remarkable, 3 cm at gait speed 1.2 m/s
and 4 cm at gait speed 1.5 m/s. It is possible that when individuals have more mass
they have to place their feet wider apart in order to maintain their dynamic stability.
The decrease in this value may also be explained by the reduced girth of the thighs.
There are no earlier reports on the effects of weight loss on the step width. Browning
and Kram [22] observed a greater step width in their obese compared to their normal-
weight group. Thus, the association of larger weight and wider step width found in
study Iis consistent with the findings of Browning and Kram.

In our study, no changes in relative double support time or swing time were ob-
served. These results are inconsistent with those of Browning and Kram [22], who
found a greater relative stance time and swing time in the obese group compared to
the normal-weight group. In addition, there was no change in stride length. However,
an increase in stride length related to weight loss has been reported previously, even at
a fixed gait speed [28]. No straightforward explanation for this inconsistency between
studies was found.

We used fixed gait speeds to prevent speed affecting the gait parameters. If the
subject’s self-selected speed had been used, the speed might well have increased follow-
ing the weight loss, as shown earlier by Aaboe et al. [30] and Hortobagyi et al. [28]. A
higher speed would probably have increased the joint moments and thus counteracted
the effects of the weight loss. Slower (1.2 m/s) and faster (1.5 m/s) speeds were used,
which are estimates of normal gait speed for healthy individuals [151]. It was antic-
ipated that the changes in gait parameters would be clearer when the subjects were
performing a more demanding walking task, but no clear differences were observed.

Several limitations were recognized during study I. First, the validity of marker-
based motion analysis is limited by the difficulties in marker placement especially
in obese subjects, who have thick layers of soft tissue on most anatomic landmarks.
Second, during weight loss, the thickness of soft tissue may decrease, and thus it is
impossible to have identical marker placements in the follow-up measurements as used
at the baseline.

The model-based method does allow for variations in marker placement, as the
marker locations in the model can be modified. However, it is challenging to determine
the marker locations in the model so that they would precisely represent the sites of
the bony structures of the lower limbs. Thirdly, soft tissue and the spandex suit
may cause movement artefacts. Finally, the absolute values of joint angles are error-
prone, because static calibration measurements to determine the zero angles were not
performed.

6.2 METHOD FOR ESTIMATION OF HUMAN BODY KINEMATICS
BASED ON 2D MARKER TRAJECTORIES

The measurements conducted in study II demonstrated that the proposed method
displays a difference to the EKF method when the constraint is triggered and during
a few time steps after that, as expected. The estimated marker trajectories showed
that when the direction of motion changed, the proposed method was able to track
the change instantly, unlike the EKF method.

Acceleration estimation in test device measurements provided data for validation
of the constraint. This constraint tended to underestimate large (> 4 g) accelerations.
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However, the estimates were essentially closer to the real accelerations than estimates
obtained by the extended Kalman smoother algorithm at contacts.

In the human gait measurements, the estimates of the proposed method and the
EKF method revealed similar behaviour as the estimates in the test device measure-
ments. Comparison of measured and the estimated accelerations showed that the
extended Kalman smoother could not make reasonable estimates during heel strike.
The acceleration inserted to the proposed method was based on the velocity of the
foot before the heel strike. The velocity was extracted from the marker trajectories,
thus an accelerometer is not needed in implementing the constraint.

Visual inspection of the acceleration estimates indicated that the estimates were
smooth, and that high-frequency noise had been efficiently suppressed by fixed-interval
smoother. Noise-free acceleration estimates are especially important when estimating
joint loading without force measurements [152].

As the reference for acceleration estimates, skin mounted accelerometers were used,
which represent a non-invasive way to measure accelerations on the leg [130]. Under-
standably, mounting of accelerometers on the skin introduces some artefacts [153].
Due to these artefacts, estimation of both impulsive and continuous segmental accel-
erations remains challenging. When force platform data is used along with the motion
capture data, estimation of impulsive loadings on the knee level is sensitive to the low
pass filtering of both the force and the kinematic data [154-156]. Kristianslund et
al. [155] proposed that both forms of data should be processed with a same low-pass
filter. Hewett et al. [156] questioned Kristianslund et al.’s conclusion; they pointed
out that different kinds of movements should be examined, when selecting the filter
cut-off frequency.

A fixed-interval smoother was used after the UKF and thus the data from the past
and future could be utilized in the acceleration estimation. The backward recursion
removes time lag from the estimates. The recursive estimation also suppresses high
frequency noise. For online applications smoothing could be implemented using a
fixed-lag smoother, which yields smoothed estimates with a lag of a few time steps.
The filter algorithm was implemented in the MATLAB environment. Real-time im-
plementation would be possible by utilizing a more efficient programming language
and suitable hardware.

In addition to the acceleration estimation, the proposed model-based approach
has several advantages in utilizing 2D marker observations. The model geometry,
including anchor points, is projected to camera image planes. Projections of anchor
points can be matched with 2D observations. Moreover, the UKF predict step enables
online marker identification; the filter predicts the model pose in the current time step
before any data from the time instant are used. The identified observations on the
camera image planes can be directly used. Thus, markers seen by only a single camera
are also utilized. In traditional methods, only 3D marker reconstructions are used,
and thus at least two camera observations per marker are needed.

One benefit of using a hierarchical articulated model is that every segment does not
need three markers. Two markers and a joint point are sufficient for the determination
of the segment pose. The possibility to reduce the joint degrees of freedom is also
useful, depending on the application and the quality of the marker data. For example,
preventing the knee joint from rotating may be useful, since the actual rotation of the
joint is small, and observation errors may cause false rotations [46]. The question of
the best marker set still remains; recently so called six degrees-of-freedom sets have
been proposed [157,158].
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The STA can be addressed by adjusting parameters of the UKF algorithm. In the
filter update-step weight of each element of observation vector can be adjusted. Thus,
the soft tissue artefacts can be reduced by putting smaller weights for the markers
with large artefacts.

Reliable contact detection is essential when using contact constraints. Force plat-
forms provide an accurate signal for detection. Detection based on camera observations
is also possible, at least in offline applications. Thus, the use of constraint is not con-
fined to the force platforms. Online detection using only optical information requires
high accuracy in the whole system. The floor plane must be accurately localized in
the calibrated space. The dimensions of the model, especially the foot segment, must
be accurately defined.

6.3 INERTIAL SENSORS IN MOTION ANALYSIS

The two cases of study III revealed the capability of the proposed methodology at
estimating the angles between vertebrae at lumbar and thoracic spine during forward
bending and rotation of the back. Case 1 revealed that sagittal plane angles at lumbar
and thoracic spine can be analyzed throughout the motion. In Case 2, the spine
rotation measurement demonstrated the capabilities of the method for determining
the spinal shape in three anatomical planes.

The continuous measurement of spinal shape can be utilized in various applications.
The shape of lumbar spine can be used in assessing movement control dysfunctions
[159,160]. In addition, monitoring the shape of the spine during occupational tasks
could help to maintain ergonomic postures. The monitor application consisting of
sensors and online analysis software could warn if unsafe postures are being adopted.
Warning thresholds for the unsafe postures could be set based on movement performed
according to ergonomic guidelines.

The aligning of the sensors with the vertebrae is difficult due to spinal processes.
We used foamed plastic under the sensors to remove these kinds of artefacts. The
calibration method handles the alignment problem by utilizing a neutral standing
posture. The misalignment measured at the neutral posture is removed from the data
at every time step. The assumed spine posture at calibration can be adjusted in a
subject-specific manner. By using sensors with smaller housing, artefacts caused by
spinal processes and soft tissue deformation can be attenuated.

The camera-based motion capture suffered from errors due to the transient oc-
clusions of the reflective markers. The comparison of the model and camera-based
estimates was done graphically. The graphs can be used to analyze the reliability of
both estimates. The camera setup made it possible to capture the overall 3D motion
of the pelvis, spine and head. Previous validation studies have also suffered from some
limitations. For example, Ha et al. [161] used separate measurements for validation,
since the sensors (Fastrak®) could not be mounted simultaneously with the inertial
sensors.

A few attempts have been made to determine orientations of individual verte-
brae based on orientations measured on the skin. Berthonnaud et al. [162] extracted
the lordosis and kyphosis curves of spine and back surface profiles from radiographs.
They fitted b-splines to the curves and constructed subject-specific transfer functions
between the internal and external curves, they found large inter-subject (N=16) vari-
ability. The ratio of internal and the external lordosis of the lumbar spine varied
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between 0.88 and 1.31. Thus, no assumptions on the internal lordosis can be made
based on those results. Campbell et al. [163] proposed a method to predict pose of
lumbar vertebrae in sagittal plane noninvasively. They measured angle between S1
and T12 using a goniometer at neutral standing posture and when the upper body
was bent at 30°. They validated the method using X-ray imaging, the average error of
the model predictions was 3.9°. They also observed that the degree of lumbar lordo-
sis at the neutral posture determines, at which phase of forward bending the lumbar
spine in converted into kyphosis. Ma et al. [164] proposed a method for inter-vertebral
angle estimation using Bayesian belief network. Their method predicts sagittal plane
angles between lumbar vertebrae, the modeling required X-ray images of flexion and
extension postures.

The sensor-to-sensor distances measured by cameras demonstrated that the current
model estimates the distances satisfactorily. Our model could be developed further by
incorporating the anatomical structures of the back into the model. The modeling of
muscles, ligaments, adipose tissue, and skin could be added into the model to achieve
a more realistic estimation of the distance and relative motion between the vertebra
and the skin. Skin sliding could be addressed by modeling skin as an elastic sheet.
The sensor positions provided by camera-based motion capture would be essential in
the model development.

6.4 ROLE OF VARIOUS METHODS IN MOTION ANALYSIS

During this study, we encountered several challenges and the pros and cons of differ-
ent methods in motion analysis were assessed. Motion capture using multiple cameras
and reflective markers is a well-established methodology used in human motion anal-
ysis. Major issues affecting the accuracy of this method, such as camera calibration,
marker placement, soft tissue motion, and marker identification were examined during
this study. As long as major error sources of the method are eliminated, the accuracy
of the camera-based analysis can be high. Combined with the force platform mea-
surements, camera-based analysis remains the state-of-the-art choice for the analysis
of joint loading.

State-space estimation, such as the unscented Kalman filter and smoother used
in the study II, may be utilized in various data analysis applications [165]. For in-
stance, Momi et al. [166] used UKF in the estimation of hip joint center location.
The algorithms which combine magnetometer, accelerometer and gyroscope data to
produce orientation are essential in inertial sensor measurement. These sensor fusion
algorithms are often based on Kalman filter.

Inertial sensors provide the possibility for wearable whole body motion analysis.
However, implementation of the motion measurements in real life faces several chal-
lenges. First, the correct functioning of the sensors in each measurement environment
has to be ensured. Improper initialization of sensors or magnetic distortions caused by
magnetic materials or electric fields may introduce errors in inertial sensor readings.
Second, sensors should follow the orientation of the body segment. When sensors are
strapped around arm and leg segment, muscle contractions cause movement artefacts.

Human motion analysis invariably has its limitations, but on the other hand, mea-
surements of motion can produce valuable information about everyday activities with-
out harming the subject. Commercially available motion capture devices, such as
Microsoft Kinect are designed for animation and entertainment purposes. Recently,
several studies have examined suitability of these devices to the motion analysis. These
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low-cost and easy-to-use methods can replace conventional marker-based method in
some applications of motion analysis. Wearable methods, such as the one implemented
in study III are another popular category of novel methods.

However, the modern motion laboratory equipped with a high accuracy multiple
camera system and floor mounted force platforms is undoubtedly the golden standard
for motion analysis measurements. Motion laboratory enables versatile validation
measurements when developing novel methods. By conducting experiments in a good
motion laboratory, it is possible to perform a wide variety of measurements which is
essential if one wishes to develop novel methods.
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7 Conclusions

The main conclusions emerging from these studies were:

1. Both hip and knee moments are reduced in proportion to the weight loss following
extensive weight loss. Furthermore, the step width is reduced. The limitations
noted this study acted as a stimulus to improve the methods of camera-based
motion analysis for joint loading estimation.

2. The proposed method combined the UKF with a multisegment 3D model, con-
tact constraint, and a fixed-interval smoother in a unique way. The pose of the
model was defined using unit quaternions. The contact constraint was incorpo-
rated into the UKF evolution model, which enabled accurate estimates during
contact events. The smoother removed the time lag from the final estimates. In
the validation measurements of the method, meaningful estimates for accelera-
tions of a rigid body and human foot were acquired during floor contact events.

3. A measurement setup and mathematical methods for the estimation of whole
spine shape using wireless inertial sensors were proposed. This method can
estimate spinal shape in three dimensions during unrestricted motion. The mea-
surements showed that method is most suitable for measuring spinal shape in
sagittal plane.
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Measurement and analysis of human motion
provide subject-specific information about
everyday movements. In addition to motion

itself, the forces and torques affecting different
parts of the musculoskeletal system can
be assessed. In this thesis, measurement
techniques and mathematical methods to
determine the 3D motion of lower body and
spinal column were developed and applied to
estimate the loading of the knee and hip joints
and the lower back.
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