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ABSTRACT

This work contains extensions of theoretical ideas to nonstationary fields, along with
the detailed study of some correlation induced effects. Furthermore, several mea-
surement schemes in spatial, temporal, as well as spectral domains are introduced,
and the generation of model fields is considered.

The concept of cross-spectral purity is extended to nonstationary fields, and it
is investigated whether this property is conserved upon propagation. Later on, it
is shown how such fields could be generated, and a peculiar duality with fields
satisfying Wolf’s scaling law is found. Fields that are not cross-spectrally pure are
studied in detail, and the resulting spatiotemporal effects are investigated. It is
found that such fields mix their spatial and temporal coherence properties, and in
the considered scheme, the coupling becomes stronger with shorter pulses. Addi-
tionally, it is established that pulses generated in stable cavities that are longer than
a few optical cycles may be approximated as being cross-spectrally pure. Several
partially coherent model fields are discussed, in both spatial and temporal domains.
Their correlation-induced properties are investigated, with an emphasis on spatial
self-focusing and temporal self-splitting. Additionally, the theoretical framework for
self-Fourier transforming beams is developed.

Several measurement schemes for characterizing nonstationary fields in spatial,
temporal, as well as spectral domain are considered in detail, and some novel exten-
sions are found. New methods that are able to measure the two-coordinate spatial
coherence function are demonstrated, which are applicable for measuring nonsta-
tionary fields as well. In particular, it is shown what information can be extracted
from simple linear time-domain interferometric measurements. Some nonlinear
pulse measurement schemes are improved upon, and a novel method for measuring
the spectral correlations of pulsed light is found.

Finally, schemes for generating partially coherent fields are examined. Starting
from a setup for decreasing the temporal coherence of completely coherent input
pulse trains, it is then shown that increasing temporal or spectral coherence is fea-
sible. Particularly simple experimental methods for generating partially coherent
beams with rotating elements are discussed and the generation of cross-spectrally
pure fields is studied.

Universal Decimal Classification: 535.1, 535.3, 535.4, 53.084.85, 681.7.
OCIS codes: 030.1640, 030.4070, 030.6600, 050.1950, 050.2230, 140.3538, 140.7090,
190.7220, 230.1040, 230.1980, 230.4110, 320.5540, 320.6629, 350.5500.
Keywords: Pulsed light, coherence, spatiotemporal coupling, ultrashort pulses, sub-cycle
pulses, stability, correlation induced phenomena, model fields, interferometry, optical metrol-
ogy, nonlinear optics, rotating optical elements.
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1 Introduction

Nature has demonstrated time and again that perfection does not exist. All physi-
cal phenomena are subject to some fluctuations; randomness that is woven into the
fabric of reality. Researching the coherence of light is the attempt at quantifying
the inherent noise and instabilities found in electromagnetic fields, and to harness
their properties. As should be expected, this is not an easy task. Some of the most
extreme quantities are found in photonics, such as time scales below 10−15 seconds,
or peak powers above 1015 watts. But it is precisely because of these properties that
the research carried out in this domain is so fruitful. Many of the greatest break-
throughs in the history of science have resulted from improved understanding of
light, and nowadays we can routinely use telescopes to look deep into the cosmos,
or microscopes to sneak a peek at the smallest constituents of life. We can even
image inside opaque objects, and the speed of light has been harnessed for telecom-
munication, allowing the realization of the internet. Light is, in many ways, the
cornerstone of modern society.

Research on the properties of light has continued for millennia, and the oldest
known lenses date back over 3000 years to ancient Greece, Egypt, and Assyria [1].
Some of the first written accounts on the characteristics of light were given by Euclid
around 300 BCE, which have fortunately survived to modern times [2]. Around the
year 160, Ptolemy wrote works which influenced later investigations greatly, though
a large part of them have been lost. Progress stalled for several hundred years, until
Ibn al-Haytham wrote his series of books on optics during his incarceration between
1011–1021. His work consisted of a description on the magnifying properties of con-
vex lenses, the correct theory of sight, experimental considerations on dispersion of
light, as well as the first known use of camera obscura [3–5]. No large advances were
made until the advent of Renaissance, after which European scientists rediscovered
many results and further advanced the field greatly.

Willebrord Snellius discovered the law of reflection (now known as Snell’s law)
in 1621, and the term “diffraction” was coined by Francesco Grimaldi during his
studies in the mid 1650s. In 1666, Isaac Newton showed that colors are an intrinsic
property of light, and later he posited that light is composed of corpuscles, or parti-
cles of light. Christian Hyugens made arguments towards the wave theory of light
in 1690, and Thomas Young performed his famous double-slit experiment in 1803,
which he believed to be a definitive proof of the wave nature of light. Augustin-Jean
Fresnel improved on the theoretical foundations of the wave theory, and François
Arago experimentally confirmed some of the theoretical predictions during the 19th
century. In 1861, James Maxwell had already derived his famous set of equations.
Albert Michelson and Edward Morley then produced the most well-known null re-
sult in the history of science, when they didn’t find any signs of luminoferous ether
in 1887. In the very beginning of the 20th century, Max Planck derived the correct
formula for blackbody radiation by assuming that the energy of the electromagnetic
wave is quantized, which sparked a revolution in physics. During the last hun-
dred years, research of light has exploded to several active subfields, out of which
coherence of light is the main topic of this dissertation.
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1.1 PAST RESEARCH ON COHERENCE AND PULSED LIGHT

Coherence of light is arguably one of the most difficult subjects in modern physics.
It is essentially a combination of two theoretically demanding fields – electromag-
netism and statistical mechanics – although this is not the main source of difficulty.
In fact, it is the interpretations and underlying physics which may cause problems.
This includes questions such as: what are general properties of light? How to pro-
duce light with certain attributes? What kind of information can be extracted from
light? What should we expect to see in experiments? And what are we really
measuring? The first self-contained description of coherence of stationary light was
given in the seminal work Principles of Optics, by Max Born and Emil Wolf [6]. The
project started in 1951, when Born hired Wolf – who is now known as the father of
coherence theory – to work as a private assistant on the book. Accounts given by
Wolf’s students later on reveal that getting all of the relevant results into the same
book took longer than expected, and Born got impatient. Born would have left the
discussion out, but Wolf insisted on having a section on coherence theory within the
book. After additional publishing delays, the first edition finally came out in 1959.
This was fortunate, since the first laser was built in 1960 by Theodore Maiman, based
on the theoretical work of Charles Townes and Arthur Schawlow [7], which relied
heavily on the theory of coherence for stationary sources. Thus, Principles of Optics
became a landmark in optics research, and one of the main sources of information
on coherence of light. To this day, it remains the all time most cited scientific work
accross all disciplines in physics.

By the mid-1960’s, the first mode-locked lasers had already been built, which
could generate pulses far shorter than any earlier methods [8]. Although the time
between the first laser and the first ultrashort pulse is only a couple of years, the gap
between stationary and nonstationary coherence theory is quite large. For decades it
was unclear what is the correct theoretical framework for nonstationary fields, and
even experimental aspects were uncertain. For stationary fields, the main metric
with which the degree of temporal coherence is probed is the coherence time, and
it forms a Fourier transform relationship with the power spectrum. Thus, a wide
spectrum entails short coherence time, and vice versa. However, this is not true for
nonstationary fields. In fact, research into the coherence properties of nonstationary
light is a very diverse field, and it is the main area of interest in the quest for ever
shorter and more stable pulses. Recently, the length of the shortest optical pulses
have been pushed all the way down to single optical cycles and even sub-cycle pulses
have been demonstrated [9–15].

The production of pulses experienced large advances in the next decades, but
corresponding measurement schemes lagged behind. After the first demonstrations
of mode-locked lasers, it was quickly realized that conventional detectors were not
nearly fast enough to record the pulse shape, and alternative methods were needed
to examine these newly generated ultrashort pulses [8]. One of the first setups which
could be used to estimate the pulse length was the intensity autocorrelation, but it
featured a serious problem: every autocorrelation trace had several pulse shapes
that could produce it. Thus, finding the shape of the pulse was in fact not pos-
sible at all, and in many studies a pulse shape with a short width was assumed
with little justification. It wasn’t until the 1990s that better measurement methods
were invented, which could retrieve the pulse shape unambigiously [16, 17]. These
methods have been improved upon, and they can now be found even as commercial
devices. However, as of yet, there is no general method to measure the temporal
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and spectral coherence properties of nonstationary light. Currently, the only way to
achieve this is to measure pulses in a single-shot manner and construct the correla-
tion functions numerically.

The coherence properties (or in other words, stability) of pulsed light is an impor-
tant subject, since stable and short pulses have several uses. For example, ultrashort
pulses can be utilized for femtochemistry, where chemical reactions are observed
on extremely short timescales [18, 19]. Ahmed Zewail pioneered this technique, for
which he was awarded the Nobel Prize in Chemistry in 1999 [20]. Additionally,
stable pulse trains allow the realization of frequency metrology with an unprece-
dented resolution [21–26], that can be utilized for optical clocks and spectrographic
astronomy. Work in this field led to the Nobel Prize in Physics for John Hall and
Theodor Hänsch in 2005 [27]. Ultrashort pulses can also be utilized for microma-
chining [28] and the modification of matter to synthesize novel materials [29], as
well as to realize rewritable optical memory [30]. Short and intense optical pulses
are such important tools that even discovering a method for amplifying them led
to the 2018 Nobel Prize in physics being granted to Donna Strickland and Gerard
Mourou.

1.2 SCOPE OF THE THESIS

This thesis was written to be a self-contained work on the properties of pulsed
scalar light, and its goal is to expand upon, as well as clarify, the central attributes
of nonstationary fields and their coherence properties. The text is divided into
four distinct chapters, each of which serves a particular purpose, but are intimately
linked to each other.

In chapter 2, we introduce the fundamental concepts of pulsed light and the
theoretical framework of nonstationary coherence. The correlation functions used
to characterize pulsed fields are established and their mathematical properties are
investigated. The connections between correlation functions in different domains,
as well as methods to transform them are deliberated on. It is then noted that
there are some physically realizable ways to produce light with desired correlations,
namely, the genuine representation. The concept of cross-spectral purity is laid
out for the case of stationary fields, which we extend to the nonstationary case
(paper I). Chapter 3 considers some important partially coherent model fields. We
start by introducing a rigorous mathematical model for pulsed beams, and examine
its spatiotemporal properties (paper II). We then move to some simpler models,
which feature correlation-induced effects, such as self-Fourier transforming (papers
III and IV), self-focusing (paper V), and self-splitting (paper VI). The mathematical
frameworks and the interpretations for these phenomena are discussed in detail.
Further, numerical simulations are carried out to exemplify the effects.

Schemes for measuring nonstationary light are given in chapter 4. We begin by
formulating the basic principles for Young’s interferometer and proceed to inves-
tigate new methods for quantifying the spatial coherence of light (papers VII–IX).
We then show that field interferometric measurements carried out in the temporal
domain yield spectral domain information, and a method for quantifying spectral
coherence is developed (paper X). Furthermore, we extend the usage of well-known
pulse characterization methods and formulate a novel method for quantifying spec-
tral correlations. Generation of partially coherent model fields is analyzed in chapter
5, where we begin by introducing a method for generating partially coherent pulse
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trains (paper XI) and a scheme for increasing the temporal coherence of pulsed
light (paper XII). We then continue to evaluate the effect of rotating optical elements
on coherence, and show a simple method for generating Bessel-correlated and self-
Fourier transforming beams. In the last part of the chapter, we elucidate on methods
that generate cross-spectrally pure fields, and certain duality is found.

Finally, chapter 6 gives some concluding remarks, and the main results are sum-
marized. In addition, some possibilities for future investigations are discussed. The
research outlined in this thesis is expected to have far-reaching impact in future
investigations of pulsed sources. The theoretical results show when certain approxi-
mations are valid, and what types of effects can be produced with partially coherent
fields. However, the experimental considerations have an especially high impor-
tance. Methods for measuring the temporal and spectral correlation properties of
light are in high demand, and schemes for stabilizing pulse trains are attractive for
pulse generation. Both of these aspects are explored in this thesis and novel methods
are found.
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2 Coherence of nonstationary light

In the case of statistically stationary light, one assumes that the intensity of the field
is constant with respect to time [6, 31]. Obviously, this is never true if we are able
to perfectly resolve the field, because it is actually an oscillating electromagnetic
signal and it has a beginning and an end. Thus, it is more accurate to say that
one assumes that the field is statistically stationary with respect to some relevant
time scale, which is much longer than the period of the oscillation and shorter than
the length of the signal. This greatly simplifies the theoretical expressions, since it
turns out that the correlations depend only on one temporal or spectral coordinate.
Stationary coherence theory has yielded a wealth of important results, such as an
explanation of why lasers are so special [6], whether the spectrum of light changes
on propagation [32–35], or how a turbulent medium affects partially coherent beams
[36–42]. Additionally, it has been shown how propagation invariance and partial
coherence are linked [43–46] and that directionality is not limited to completely
coherent fields [47–50]. Furthermore, the realization of twisted beams [51,52], as well
as improving the resolution of optical microscopes [53,54] are within the domain of
stationary coherence theory.

However, nature is inherently nonstationary: light sources fluctuate in intensity
and ultimately their signals will begin and end at some point. This is not a problem
when the signal is very long and stable, but what if we have clearly pulsed signals?
Such fields are obviously not stationary, especially if we are looking at ultrashort
pulses, which may have pulse lengths on the order of optical cycles [55–59]. Transi-
tion to nonstationary theory is simple in principle: we just say that the field is not
constant with respect to time anymore, which introduces a second coordinate to the
correlation functions. However, this also entails that many of the results from sta-
tionary theory are not exactly valid for such fields, which may produce conceptual
difficulties when attempting to grasp the multitude of new results.

2.1 PULSED BEAMS

Let us start by introducing the type of fields we are interested in. When we talk
about the coherence of pulse trains, we are concerned with fields where a single
temporal realization taken from the train can be expressed with a complex analytic
signal E(r; t), where r = (x, y, z) is the cartesian position vector in three dimensional
space, and the field propagates towards the positive half-space z > 0. This forms a
Fourier transform pair with the spectral field realization

E(r; ω) =
1

2π

∫ ∞

−∞
E(r; t) exp (iωt)dt, (2.1)

E(r; t) =
∫ ∞

0
E(r; ω) exp (−iωt)dω. (2.2)

The lower integration limit of zero in Eq. (2.2) is due to analyticity (Ref. [6], section
10.2), since we can neglect the negative frequencies. In the general case, the electric
field is a vector quantity, but we are considering only scalar fields for simplicity. In
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addition to these properties, the signal E(r; t) is taken to be square integrable, i.e.,
the identity ∫ ∞

−∞
|E(r; t)|2dt < ∞ (2.3)

is satisfied. This essentially means that a single realization taken from the train is
not infinite in extent, but rather, it is a pulse. The complete train of pulses, Ẽ(r; t),
is then reconstructed when these single realizations are arranged in a line along the
propagation direction, as in

Ẽ(r; t) =
N

∑
m=0

Em(r; t + m∆τm), (2.4)

where the pulse separation, ∆τm, and each realization, Em(r; t), are potentially dif-
ferent in a shot-to-shot manner, i.e., the train may fluctuate in both shape and timing
of the pulses.

When the pulse train is completely stable, the pulses are all identical and equally
spaced. As can be seen from Eq. (2.4), a single pulse is square integrable, but the
whole train might not be, if we take the limit M → ∞. This is of little consequence,
since a realistic pulse train is always finite. More importantly, the pulse train Ẽ(r; t)
forms a Fourier transform pair with

Ẽ(r; ω) =
M

∑
m=0

Em(r; ω) exp(iωm∆τm). (2.5)

When all of the pulse realizations Em(r; ω) are identical and ∆τm is constant, the
train becomes completely coherent and it can be written as

Ẽ(r; ω) = E(r; ω)DM(ω, ∆ν) (2.6)

where DM(ω, ∆ν) is a Dirichlet kernel

DM(ω, ∆ν) =
sin[(M + 1)ωπ/∆ν]

sin(ωπ/∆ν)
exp

(
i
Mω

∆ν

)
, (2.7)

with ∆ν = 2π/∆τ being a constant separation between spectral components. This
ideal identity is called a frequency comb [21, 22], and it is extremely important for
high precision optical frequency metrology [23]. Whenever there is a temporal field
that consists of more than one pulse, its spectral domain counterpart will feature
strong modulation, which is depicted in Fig. 2.1. The two extremes are a pair of
pulses and infinitely many pulses, where the former case produces sinusoidal mod-
ulation, and the latter contains spectral components that are equally spaced and
infinitesimally thin spikes. In other words, when the number of pulses tends to-
wards infinity, the Dirichlet kernel assumes the form of a perfect delta comb

D∞(ω, ∆ν) =
∞

∑
m=0

δ(ω−m∆ν). (2.8)

The kind of delta comb in the limit of M → ∞ in Eq. (2.6) would be highly
advantageous in many experimental settings, but we can never truly achieve it. The
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most obvious reason for this is that it would require an infinite space to produce a
train with infinitely many pulses. Secondly, a realistic light source always features
noise – that is, partial coherence – and the comb will also inherit some of those
fluctuations [60]. Even if we have the most stable source imaginable, the shot-noise
caused by the quantum nature of light fundamentally limits the width of the comb
lines [7, 24–26].

Figure 2.1: Depiction of pulse trains (left) of varying lengths, with their corre-
sponding spectra (right). The pulse shape and envelope of the power spectrum is
constant in all cases.

2.2 CORRELATION FUNCTIONS

The stability of a pulse train can be characterized with the use of the mutual coher-
ence function (MCF) in the temporal domain, and the cross spectral density (CSD)
function in the spectral domain, defined as

Γ(r1, r2; t1, t2) = 〈E∗(r1; t1)E(r2; t2)〉 (2.9)

and

W(r1, r2; ω1, ω2) = 〈E∗(r1; ω1)E(r2; ω2)〉, (2.10)

respectively. The mean intensity is defined as I(r; t) = Γ(r, r; t, t), and the average
power spectrum is S(r; ω) = W(r, r; ω, ω). Here the angle brackets denote averaging
over an ensemble of single pulse realizations picked from the train, as in

Γ(r1, r2; t1, t2) =
1
N

N

∑
n=1

E∗n(r1; t1)En(r2; t2). (2.11)

Theoretically speaking, the single pulse realizations are picked from the train with
a moving sampling window, with a period that is equal to the average value of the
pulse separation. This way, it is possible to account also for random variations of
∆τm in Eq. (2.5) (timing jitter), as well as any changes in the pulse shape or phase.

One might think that looking at an ensemble average over single pulses rather
than the whole pulse train would reduce the amount of available information on
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the stability of the field, but this is not the case. In the temporal domain, as long
as the fluctuations are truly caused by partial coherence, ensemble averaging over
long sections of the pulse train would lead to a correlation function that periodi-
cally repeats [60]. In the spectral domain, it would actually decrease the amount of
available information: if we take Eq. (2.6) with no timing jitter, and substitute into
Eq. (2.10), we get

W(r1, r2; ω1, ω2) = D∗M(ω1, ∆ν)DM(ω2, ∆ν)W0(r1, r2; ω1, ω2), (2.12)

where W0(r1, r2; ω1, ω2) is the CSD averaged over single pulse realizations. Equa-
tion (2.12) depicts a correlation function that is periodically sampled, and therefore
it does not yield any information on the parts that have been left out, although single
pulses isolated from the train do contain contributions from the unsampled parts.

The MCF and CSD are connected via the generalized Wiener–Khintchine theo-
rem, which is a Fourier-type relationship of the form

Γ(r1, r2; t1, t2) =
∫∫ ∞

0
W(r1, r2; ω1, ω2) exp [i(ω1t1 −ω2t2)]dω1dω2, (2.13)

W(r1, r2; ω1, ω2) =
1

(2π)2

∫∫ ∞

−∞
Γ(r1, r2; t1, t2) exp [−i(ω1t1 −ω2t2)]dt1dt2, (2.14)

that can be constructed by inserting from Eqs. (2.1) and (2.2), into the definitions
(2.9) and (2.10). Thus, the two correlation functions feature properties common to
Fourier transform pairs. When the different frequency components are uncorrelated,
the CSD can be formally written as

W(r1, r2; ω1, ω2) = W(r1, r2; ω1)δ(ω2 −ω1), (2.15)

which corresponds to a stationary field. In this case, the Wiener–Khintchine theorem
results in

Γ(r1, r2; t1, t2) =
∫∫ ∞

0
W(r1, r2; ω1)δ(ω2 −ω1) exp [i(ω1t1 −ω2t2)]dω1dω2 (2.16)

=
∫ ∞

0
W(r1, r2; ω1) exp [−iω1(t2 − t1)]dω,

that is, the MCF depends only on the time difference t2 − t1, and the temporal
correlation properties are completely dictated by the power spectrum [6, 31]. Since
the stationary case can be derived from nonstationary theory, the latter is thus more
general than the former.

The mean intensity I(r; t) and spectral density S(r; ω) can be used to normal-
ize the MCF and CSD, which yields the complex degrees of temporal and spectral
coherence, as in

γ(r1, r2; t1, t2) =
Γ(r1, r2; t1, t2)√
I(r1; t1)I(r2; t2)

(2.17)

and

µ(r1, r2; ω1, ω2) =
W(r1, r2; ω1, ω2)√
S(r1; ω1)S(r2; ω2)

. (2.18)
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The absolute values of the temporal and spectral degrees of coherence can take on
values ranging from zero to unity within a four dimensional space, signifying com-
plete incoherence and coherence at the given coordinates, respectively. For example,
a completely coherent field has a value of unity at all possible coordinate combi-
nations, whereas a partially coherent field may attain a range of values. To get a
single numerical value for the coherence characterized by the MCF and CSD, one
can compute the overall degree of coherence, defined as [61]

γ̄2 =

∫∫
D

∫∫ ∞
−∞ |Γ(r1, r2; t1, t2)|2dt1dt2d3r1d3r2∫∫

D

∫∫ ∞
−∞ I(r1; t1)I(r2; t2)dt1dt2d3r1d3r2

(2.19)

in the temporal domain, and

µ̄2 =

∫∫
D

∫∫ ∞
0 |W(r1, r2; ω1, ω2)|2dω1dω2d3r1d3r2∫∫

D

∫∫ ∞
0 S(r1; ω1)S(r2; ω2)dω1dω2d3r1d3r2

(2.20)

in the spectral domain. Here the integration over space is done over the spatial
extent of the pulse, D. The overall degrees of coherence are essentially root-mean-
squared averages over the corresponding degrees of coherence, and as such they
can have only values between zero and one. At times it is useful to map out how
the overall degree of temporal or spectral coherence changes as a function of spa-
tial/temporal/spectral position, by setting two coordinates equal and neglecting the
integration over the corresponding dimension.

Equations (2.9) and (2.10) uniquely define the temporal and spectral characteris-
tics of any arbitrary pulsed field. They are often defined with the absolute coordi-
nates t1, t2 and ω1, ω2, although it is possible – and sometimes favorable – to rotate
the coordinate system by 45 degrees, so that we can write

Γ(r1, r2; t̄, ∆t) = 〈E∗(r1; t̄− ∆t/2)E(r2; t̄ + ∆t/2)〉, (2.21)

W(r1, r2; ω̄, ∆ω) = 〈E∗(r1; ω̄− ∆ω/2)E(r2; ω̄ + ∆ω/2)〉, (2.22)

where t̄ = (t1 + t2)/2 and ω̄ = (ω1 + ω2)/2 are the average temporal and spectral
coordinates, whereas ∆t = t2 − t1 and ∆ω = ω2 − ω1 are the corresponding dif-
ference coordinates. These expressions can be reduced to those used in stationary
theory, by considering the integral over the average time in the MCF

Γ(int)(r1, r2; ∆t) =
∫ ∞

−∞
〈E∗(r1; t̄− ∆t/2)E(r2; t̄ + ∆t/2)〉dt̄. (2.23)

Substituting Eq. (2.23) into (2.14) we can derive the standard Wiener–Khintchine
theorem for stationary fields

Γ(int)(r1, r2; ∆t) =
∫ ∞

0
W(r1, r2; ω̄, 0) exp (−iω̄∆t)dω̄, (2.24)

which has the same functional form as Eq. (2.16). It needs to be noted that since we
are integrating over average time, we lose a major part of the correlation information
required to completely characterize a pulsed field. This is allowed only in one case:
when the complex degree of coherence in the temporal domain is invariant along the
average time axis. Fields with this property are said to obey the Schell model [62],
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which contains a wide range of different types of light sources. It is notable that by
definition, stationary light can only be of the Schell-model type in temporal space,
whereas nonstationary fields can feature any kinds of temporal correlations.

This leads us to one of the concepts that causes confusion in the context of non-
stationary coherence theory: the coherence time. It is usually defined as the time
difference ∆t, for which Γ(int)(∆t) reduces appreciably. The main problem here is
that coherence time is poorly defined for pulsed fields, which is examined in Fig. 2.2,
and this definition actually yields a time that is related to the length of a transform
limited pulse (Ref. [16], section 2). If we have a pulse train that shows no fluctuations
(either in intensity or phase) over any observation time, then what is the coherence
time? Stationary theory would suggest that it is the length of the transform limited
pulse – no matter how short that pulse is. But obviously such a train of pulses is
almost completely coherent and coherence time should tend toward infinity. On the
other hand, what if we have a pulse train where all of the individual pulses are
completely correlated with each other near the peak intensity, but not at the edges,
then what is the coherence time? Is it the time from the peak to the edge, or the
time between subsequent pulses? The two-coordinate nature of nonstationary fields
is the source of these problems, and a single temporal variable is never enough to
completely characterize the properties of pulsed light. Of course, if the definition of
coherence time is first stated and then used to compare fields, the problem becomes
less significant, depending on the definition and the field in question.

Figure 2.2: Different types of pulse trains and definitions of coherence time.

What about the coherence of a single pulse? Looking at the definitions of the
overall degrees of coherence in Eqs. (2.17) and (2.18), we see that a single pulse is
always completely coherent, no matter what type of phase or intensity fluctuations
it contains. This sounds rather counterintuitive, but it is actually very clear: par-
tial coherence in the nonstationary theory always arises from ensemble averaging.
Coherence of pulse trains is essentially a measure of the statistical similarity of the
realizations that make up the train. Furthermore, looking at a single pulse realiza-
tion is actually equivalent to stopping time. If a field – any field – is stopped in time,
then any spatiotemporal point along the field is completely correlated with all other
points within the field. Coherence theory does not inspect such things, but rather
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situations that are experimentally accessible via averages, either over an ensemble
or time.

One may wonder that if the two-time nature of the nonstationary theory is more
general, then why don’t we use it also to characterize stationary fields? That is
simply because one temporal coordinate is enough for stationary sources. If we
have a stationary field and look at it’s two-coordinate MCF, we will see that it is
invariant along the average time axis. In that case, the time integrated MCF – or
any slice in the direction of the time difference axis – completely characterizes the
correlation properties of the field.

2.2.1 Connections between different domains

Because of the Fourier-type relationship between the MCF and CSD, the tempo-
ral and spectral degrees of coherence are also deeply linked. With the help of the
Wiener–Khintchine theorem, we can find the Friberg–Wolf theorem [63] for nonsta-
tionary fields:

γ(r1, r2; t1, t2) =
∫∫ ∞

0
[s(r1; ω1; t1)s(r2; ω2; t2)]

1/2 (2.25)

× µ(r1, r2; ω1, ω2) exp [i(ω1t1 −ω2t2)]dω1dω2,

µ(r1, r2; ω1, ω2) =
∫∫ ∞

−∞
[s(r1; ω1; t1)s(r2; ω2; t2)]

−1/2 (2.26)

× γ(r1, r2; t1, t2) exp [−i(ω1t1 −ω2t2)]dt1dt2,

where s(r; ω; t) = S(r; ω)/I(r; t) is the time-dependent normalized spectrum of the
field. It needs to be noted that s(r; ω; t) does not correspond to any real physical
entity, and it is actually pathological on it’s own. Within the integral it behaves
smoothly. This connection between the complex degrees of coherence in time and
frequency domains raises the question whether the overall degrees of coherence
are also related. Recalling the definitions in Eqs. (2.19) and (2.20) and employing
the Wiener–Khintchine theorem indeed provides a connection between the two do-
mains. It is straightforward to show that

2π
∫

D

∫ ∞

0
S(r; ω)dωd3r =

∫
D

∫ ∞

−∞
I(r; t)dtd3r, (2.27)

which basically amounts to conservation of energy in the Fourier transformations.
Employing this identity and the Wiener–Khintchine theorem, one can easily show
that the overall degrees of coherence in the two domains are equal, that is γ̄ = µ̄.
Therefore, it does not matter whether it is the temporal or the spectral domain where
the overall degree of coherence is computed.

Another convenient transformation we can do is to consider the spatial frequen-
cies of the field. At the initial plane z = 0, the complex analytic field of Eq. (2.1)
forms a Fourier-type relation accross the transverse plane (x, y) with the time do-
main angular field

E(κ; t) =
1

2π

∫ ∞

−∞
E(ρ; t) exp (−iκ · ρ)d2ρ, (2.28)
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where κ = (kx, ky) contains the transverse wave vector components and ρ = (x, y).
The coherence properties of the angular field are characterized by the time domain
angular correlation function (ACF), defined as

T(κ1, κ2; t1, t2) = 〈E∗(κ1; t1)E(κ2; t2)〉, (2.29)

and the average angular intensity is now given by A(κ; t) = T(κ, κ; t, t). Similarly
as in the case of Eqs. (2.9) and (2.10), the ACF is also connected to the tranverse
components of the MCF via the generalized Wiener–Khintchine theorem, which can
be written as

Γ(ρ1, ρ2; t1, t2) =
∫∫ ∞

−∞
T(κ1, κ2; t1, t2) exp [i(κ1 · ρ1 − κ2 · ρ2)]d2κ1d2κ2, (2.30)

T(κ1, κ2; t1, t2) =
1

(2π)2

∫∫ ∞

−∞
Γ(ρ1, ρ2; t1, t2) exp [−i(κ1 · ρ1 − κ2 · ρ2)]d2ρ1d2ρ2.

(2.31)

The angular intensity A(κ; t) can again be used to normalize the ACF, yielding the
complex degree of time domain angular coherence, as in

α(κ1, κ2; t1, t2) =
T(κ1, κ2; t1, t2)√

A(κ1; t1), A(κ2; t2)
(2.32)

Similarly to the earlier coherence functions, the absolute value of the degree of angu-
lar coherence can take on values that range from zero to unity, signifying complete
incoherence and coherence, respectively. We can also compute the overall degree of
coherence, which is defined as

ᾱ2 =

∫∫ ∞
−∞

∫∫ ∞
−∞ |T(κ1, κ2; t1, t2)|2d2κ1d2κ2dt1dt2∫∫ ∞

−∞

∫∫ ∞
−∞ A(κ1; t1)A(κ2; t2)d2κ1d2κ2dt1dt2

. (2.33)

Furthermore, we can extend the usual Friberg–Wolf theorem to account for the con-
nection between spatial and angular domains, as in

γ(ρ1, ρ2; t1, t2) =
∫∫ ∞

−∞
[a(κ1; ρ1; t1)a(κ2; ρ2; t2)]

1/2

× α(κ1, κ2; t1, t2) exp [i(κ1 · ρ1 − κ2 · ρ2)]d2κ1d2κ2, (2.34)

α(κ1, κ2; t1, t2) =
∫∫ ∞

−∞
[a(κ1; ρ1; t1)a(κ2; ρ2; t2)]

−1/2

× γ(ρ1, ρ2; t1, t2) exp [−i(κ1 · ρ1 − κ2 · ρ2)]d2ρ1d2ρ2, (2.35)

where a(κ; ρ; t) = A(κ; t)/I(ρ; t) is the spatially-dependent normalized angular in-
tensity of the field. We can straightforwardly show that energy is conserved also in
these Fourier transformations, so that

2π
∫∫ ∞

−∞
A(κ; t)d2κdt =

∫∫ ∞

−∞
I(ρ; t)d2ρdt, (2.36)
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and using this identity and the generalized Wiener–Khintchine theorem, it can be
shown that the overall degrees of coherence in the spatial and angular domains are
also equal, γ̄ = ᾱ. Performing this transformation is useful in solving propagation
problems, for example, and stationary fields can be propagated to any distance z
with these expressions. A similar analysis can be made to obtain the spectral domain
ACF, A(κ1, κ2, ω1, ω2), which is convenient for the propagation of nonstationary
fields, as will be shown later on.

Obviously, we can construct a large number of correlation functions, not only by
considering the Fourier trasnformations but also coordinate rotations. For example,
if the MCF is rotated 45◦ degrees to obtain (t̄, ∆t) coordinates and then transformed
along the difference time, we will end up at the well-known Wigner distribution
W(ω̄, t̄). On the other hand, if the MCF is transformed along the average time
coordinate, then the result will be the ambiguity function A(∆t, ∆ω). Both of these
can be converted to the CSD by transforming the remaining coordinate, or back
to the MCF via inverse Fourier transform. Figure 2.3 depicts some of the possible
connections between the different domains, which were mentioned here.

W(ρ1, ρ2; ω1, ω2)

↓

A(κ1, κ2; ω1, ω2) → A(κ1, κ2; t1, t2)

↑

Γ(ρ1, ρ2; t1, t2)← W(ω̄, ∆ω)

↓

W(ω̄, t̄) → Γ(t̄, ∆t)

↑

A(∆t, ∆ω)←

Figure 2.3: Some of the possible transformations between different domains. Ar-
rows denote Fourier transform relationships, which are all reversible.

2.2.2 Genuine representations

A correlation function is physically realizable, when the MCF is Hermitian and non-
negative definite. Such functions are called genuine, and they can be represented,
for example, as [64]

Γ(r1, r2; t1, t2) =
∫ ∞

−∞
p(v)h∗(r1; t1; v)h(r2; t2; v)dv, (2.37)

where p(v) is a non-negative weight function and h(r; t; v) is an arbitrary and possi-
bly complex-valued kernel. This is one of the experimentally realizable pathways to
produce partially coherent fields. The weight function – which is essentially a prob-
ability density – describes how the kernels – electric fields – should be distributed
in order to produce the desired correlation function.

Let us now ignore the spatial dependence for simplicity, and take a time-domain
kernel that has the specific Fourier-type form h(t; v) = f (t) exp (−itv), where f (t)
is the complex envelope of the field. In this case, using Eq. (2.37), we find that the
MCF of the pulse train is of the Schell-model form

Γ(t1, t2) = f ∗(t1) f (t2)g(∆t), (2.38)
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where

g(∆t) =
∫ ∞

−∞
p(v) exp (−i∆tv)dv (2.39)

satisfies the condition g(0) = 1. Under these assumptions, the mean temporal inten-
sity of the pulse train is I(t) = Γ(t, t) = | f (t)|2 and its complex degree of temporal
coherence can be written as

γ(t1, t2) =
Γ(t1, t2)√
I(t1)I(t2)

= g(∆t) exp {i [φ(t2)− φ(t1)]} , (2.40)

where φ(t) = arg[ f (t)]. If we take the absolute value of the complex degree of
coherence, we find that |γ(t1, t2)| = |g(∆t)|. Thus, in the case of Schell-model
fields, the weight function completely determines the correlation function. Again,
it is simple to move between the temporal and spectral domains, as outlined in the
earlier section.

If we know the type of correlation function we wish to get, it is possible to find
the weight function by a simple inversion of Eq. (2.39), as in

p(v) =
1

2π

∫ ∞

−∞
g(∆t) exp (iv∆t)d∆t. (2.41)

As a fundamental example, we consider the well-known Gaussian Schell-model
(GSM) pulses [65], for which the MCF is expressed as

Γ(t1, t2) =
√

I(t1)I(t2)γ(∆t), (2.42)

where both the temporal intensity and the complex degree of temporal coherence
are Gaussian functions

I(t) = I0 exp
(
−2t2

T2

)
, (2.43)

γ(∆t) = exp
(
−∆t2

2T2
c

)
, (2.44)

where T is the pulse length and Tc is the coherence time. Note that in this case,
since the coherence properties of the pulse train depend only on the time difference
coordinate ∆t, the coherence time is well defined. This feature is limited only to
Schell-model sources.

The CSD is obtained with the Wiener–Khintchine theorem, as

W(ω1, ω2) = W0

√
S(ω1)S(ω2)µ(∆ω) (2.45)

where W0 = I0T/πΩ, with Ω being the spectral bandwidth. The spectral density
and degree of spectral coherence are yet again Gaussian functions given by

S(ω) = W0 exp
(
− ω2

2Ω2

)
, (2.46)
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µ(∆ω) = exp
(
−∆ω2

2Ω2
c

)
, (2.47)

respectively, and Ωc is the spectral coherence width. Furthermore, the pulse dura-
tion T, coherence time Tc, spectral bandwidth Ω, and the coherence width Ωc are
related by

Ω2

4
=

1
T2 +

1
T2

c
, (2.48)

Ωc

Tc
=

Ω
T

. (2.49)

For pulses such as these, it is convenient to introduce the auxiliary function

β =

(
1 +

T2

T2
c

)−1/2

=

(
1 +

Ω2

Ω2
c

)−1/2

. (2.50)

Inputting Eqs. (2.42)–(2.44) into the definition of the overall degree of coherence
in Eq. (2.19), it turns out that γ̄ =

√
β. Consequently, with the use of genuine

representations, it is straightforward to engineer an almost unlimited amount of
different types of correlation functions.

2.3 CROSS-SPECTRAL PURITY

The concept of cross-spectral purity was originally introduced by Mandel in 1961
[66], in the context of the Hanbury Brown–Twiss experiment. It is one of the most
profound concepts in coherence theory, though not very well known. The basic
principle is that one samples the field at two points accross the wavefront, and then
inspects their superposition. If the spectral properties are conserved in all three
points, then the field is cross-spectrally pure by definition. Mandel showed that if
a stationary field is cross-spectrally pure, then the complex degree of coherence is
separable into spatial and temporal contributions. He realized that such a prop-
erty is not general among light fields, but rather a special case applicable only to
cross-spectrally pure light. Afterwards, the concept of cross-spectral purity has been
studied in the framework of stationary coherence theory [67–71] and extensions have
been made to the electromagnetic case [72, 73], partial polarization [73, 74], and the
Stokes parameters [75, 76]. No investigations on nonstationary fields have been
made in the context of cross-spectral purity.

Up to this day, cross-spectral purity is often implicitly assumed in theoretical
studies [77–83], although such fields are rare in practice. In this section, we will
briefly consider cross-spectrally pure stationary fields, and then extend the concept
of cross-spectral purity to nonstationary fields in accordance with Paper I. Addition-
ally, we will consider the propagation properties of cross-spectrally pure fields here,
and some methods for the generation of cross-spectrally pure light are described
later in chapter 5.

2.3.1 Cross-spectrally pure stationary light

Mandel based his analysis on Young’s two pinhole experiment, which is illustrated
in Fig. 2.4. He stated that a field is cross-spectrally pure, if the superposition of light
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produces the same normalized spectrum at some point in the observation plane as
in the pinholes. Basing the analysis on Young’s interferometer allows for an easily
realizable experimental setting, but it requires relatively narrowband light [66, 67].
In the case of pulsed sources, the spectral bandwidth can be very wide and the
Young’s interferometer is no longer the tool of choice for measuring the degree of
cross-spectral purity. There are other schemes, such as wavefront folding or shearing
interferometers, that can be used to measure the purity of wide bandwidth light. For
the sake of generality, we will consider only the superposition of fields, and not the
device with which they are produced.

Figure 2.4: Illustration of the concept of cross-spectral purity for stationary fields,
as originally defined by Mandel.

Let us take the spectral representation E(r; ω) and form a superposition between
the fields at r1 and r2 at some observation point R. We will denote the temporal
delay between the fields arising from the two points as τ, and thus the superposed
field has the spectral representation

E(R; ω) = E(r1; ω) + E(r2; ω) exp (iωτ) . (2.51)

A stationary light field is called cross-spectrally pure if the normalized spectral
densities

s(r; ω) =
S(r; ω)∫ ∞

0 S(r; ω)dω
(2.52)

at the three points are equal around some value τ = τ0 of the time delay, that is, if
the condition

s(R; ω) = s(r1; ω) = s(r2; ω) (2.53)

is fulfilled. It is straightforward to show that when these conditions hold, cross-
spectrally pure stationary light can be factored in two distinct contributions accord-
ing to the reduction formula

γ(r1, r2; τ) = γ(r1, r2; τ0)γ(r, r; τ − τ0), (2.54)
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where r = r1 or r = r2 holds, and γ(r1, r2; τ) is essentially the normalized form of
Eq. (2.23). This formula expresses the complex degree of coherence as a product of
a term that characterizes the spatial coherence (between points r1 and r2) and a term
that characterizes the temporal coherence of the field at a single point (r1 or r2).

2.3.2 Cross-spectrally pure nonstationary light

In the case of nonstationary light, the situation is more involved. In contrast to the
stationary case, the coherence in the space-frequency domain has to be characterized
by the two-frequency CSD. We define cross-spectrally pure nonstationary fields as
such that not only the condition (2.53) has to be fulfilled, but also the two-frequency
complex degrees of spectral coherence are equal at all three points r1, r2, and R, so
that we can write

µ(R, R; ω1, ω2) = µ(r1, r1; ω1, ω2) = µ(r2, r2; ω1, ω2). (2.55)

On inserting from Eq. (2.51) into the definition (2.10), we find that the two-frequency
CSD at point R is given by

W(R, R; ω1, ω2) =

+ W(r1, r2; ω1, ω2) exp (−iω2τ) + W(r2, r1; ω1, ω2) exp (iω1τ)

+ W(r1, r1; ω1, ω2) + W(r2, r2; ω1, ω2) exp [i (ω1 −ω2) τ] , (2.56)

and the spectral density at that point is

S(R; ω) = S(r1; ω) + S(r1; ω) + 2< [W(r1, r2; ω, ω) exp (−iωτ)] ,

where we have used the Hermitian property W(r2, r1; ω, ω) = W∗(r1, r2; ω, ω) of
the CSD and < denotes the real part. Let us first consider the condition (2.53)
and choose the spectral densities at the points r1 and r2 so that they are related by
S(r2; ω) = C12S(r1; ω), where C12 is a proportionality constant.

Making use of the definition (2.18), we may cast Eq. (2.57) into the form

S(R; ω) = S(r1; ω)
{

1 + C12 + 2
√

C12 |µ(r1, r2; ω, ω)| cos [Φ(r1, r2; ω, ω)−ωτ]
}

,

(2.57)

where Φ(r1, r2; ω, ω) is the phase of µ(r1, r2; ω, ω). This equation shows that even if
the phase of the correlation function is flat, the interference features spectral fringes
when τ 6= 0 and the equalities (2.53) would no longer hold. Therefore, the cross-
spectral purity of nonstationary light is meaningful only in the zero-time-delay re-
gion. This is due to spectral correlations of nonstationary light, which is in stark
contrast to stationary light that never exhibits spectral interference effects. As a
result, Eq. (2.56) can be simplified to

W(R, R; ω1, ω2) = W(r1, r2; ω1, ω2) + W(r2, r1; ω1, ω2)

+ W(r1, r1; ω1, ω2) + W(r2, r2; ω1, ω2), (2.58)

so that the spectral density at the observation plane becomes

S(R; ω) = S(r1; ω)
{

1 + C12 + 2
√

C12< [µ(r1, r2; ω, ω)]
}

. (2.59)
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Upon noting that W(r2, r2; ω1, ω2) = C12W(r1, r1; ω1, ω2), we may express the com-
plex degree of spectral coherence at point R in the form

µ(R, R; ω1, ω2) = µ(r1, r1; ω1, ω2)

× 1 + C12 + [W(r1, r2; ω1, ω2) + W(r2, r1; ω1, ω2)] /W(r1, r1; ω1, ω2)

1 + C12 + 2
√

C12< [µ(r1, r2; ω, ω)]
.

(2.60)

For the first equality in Eq. (2.55) to hold the field must fulfill

W(r1, r2; ω1, ω2) + W(r2, r1; ω1, ω2)

W(r1, r1; ω1, ω2)
= 2

√
C12< [µ(r1, r2; ω, ω)] . (2.61)

However, we are at an impasse: the left-hand side of this equation is generally
complex-valued and depends on two frequency coordinates, whereas the strictly
real-valued right-hand side depends only on one frequency.

It is conceivable that this relation can be fulfilled at some special points for certain
correlation functions, but we are interested in the case where the field accross the
whole wavefront is cross-spectrally pure. Therefore, we assume that the CSD is of
the separable form

W(r1, r2; ω1, ω2) = Ws(r1, r2)Wf(ω1, ω2), (2.62)

in which case the left-hand side of Eq. (2.61) reduces precisely to the right-hand
side. The spectral density for a cross-spectrally pure field is then given by

S(r; ω) = Ws(r, r)Wf(ω, ω) = Ss(r)Sf(ω). (2.63)

Equations (2.61) and (2.62) demonstrate that nonstationary light is cross-spectrally
pure if the two-point, two-frequency CSD separates into a product of a purely space-
domain and a purely frequency-domain correlation function. It also follows that the
complex degree of spectral coherence can be cast into the form

µ(r1, r2; ω1, ω2) = µs(r1, r2)µf(ω1, ω2), (2.64)

where the spatial correlation factor

µs(r1, r2) =
Ws(r1, r2)√
Ss(r1)Ss(r2)

(2.65)

is independent of frequency, and the spectral correlation factor

µf(ω1, ω2) =
Wf(ω1, ω2)√
Sf(ω1)Sf(ω2)

(2.66)

is in turn independent of spatial position. Equation (2.64) is actually the space-
frequency domain reduction formula for cross-spectrally pure nonstationary fields,
sharing some similarity with the space-time domain formula of Eq. (2.54) in the
stationary case.

In view of the Wiener–Khintchine relationship between the CSD and MCF, com-
bining Eqs. (2.13) and (2.62) immediately implies a separability condition for the
MCF, as in

Γ(r1, r2; t1, t2) = Γs(r1, r2)Γt(t1, t2), (2.67)
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where Γs(r1, r2) = Ws(r1, r2). The temporal intensity of a cross-spectrally pure field
is therefore

I(r; t) = Γs(r, r)Γt(t, t) = Ir(r)It(t), (2.68)

and the spatial distribution of such a field is not dependent on time or frequency,
and thus Ir(r) = Sr(r). The two-point, two-time complex degree of coherence,
defined in Eq. (2.17), therefore also factors into the form

γ(r1, r2; t1, t2) = γs(r1, r2)γt(t1, t2). (2.69)

Here the spatial correlation factor is time independent, and fulfills µs(r1, r2) =
γs(r1, r2), whereas the temporal correlation factor is

γt(t1, t2) =
Γt(t1, t2)√
It(t1)It(t2)

. (2.70)

The space-time domain reduction formula for nonstationary fields in Eq. (2.69) is a
direct counterpart of the reduction formula (2.54) for stationary fields.

2.3.3 Propagation of light from cross-spectrally pure sources

In Mandel’s original paper [66], it was found that cross-spectral purity is approxi-
mately preserved throughout the half-space z > 0, when stationary fields are con-
sidered. In paper I, we showed that this is not the case anymore for cross-spectrally
pure nonstationary fields, which we will consider next. Let us take a spectral electric
field that is known at the plane z = 0, where the transverse coordinate is denoted
by ρ = (x, y). We can consider its propagation into the positive half-space z > 0
with the well-known angular spectrum representation, which states that the field at
an arbitrary point r = (x, y, z) is given by

E(r; ω) =
∫ ∞

−∞
E(κ; ω) exp (ikzz) exp (iκ · ρ)d2κ. (2.71)

Here the longitudinal component of the wave vector is given by kz =
√

k2 − κ2,
where k = |k|, k being the wave vector in free space, and κ = |κ|. Additionally, the
angular spectrum is given by

E(κ; ω) =
1

(2π)2

∫ ∞

−∞
E(ρ; ω) exp (−iκ · ρ)d2ρ. (2.72)

The correlation function can be propagated simply by inserting from Eq. (2.71) into
Eq. (2.10), which yields the expression

W(r1, r2; ω1, ω2) =
∫∫ ∞

−∞
T(κ1, κ2; ω1, ω2) exp [−i (k∗z1z1 − kz2z2)]

× exp [−i (κ1 · ρ1 − κ2 · ρ2)]d2κ1d2κ2, (2.73)

where we now have two longitudinal angular frequency components kzj =
√

k2
j − κ2

j ,
with j = 1, 2 and the spectral domain ACF is defined as

T(κ1, κ2; ω1, ω2) =
1

(2π)4

∫∫ ∞

−∞
W(ρ1, ρ2; ω1, ω2)

× exp [i (κ1 · ρ1 − κ2 · ρ2)]d2ρ1d2ρ2. (2.74)
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We now take a field that is cross-spectrally pure at the initial plane, which has a CSD
that can therefore be expressed as a product Ws(ρ1, ρ2)Wf(ω1, ω2). Then, in view of
Eq. (2.74), the ACF is also separable to Tk(κ1, κ2) and Wf(ω1, ω2), which means that
it is also obviously cross-spectrally pure.

However, if we insert this into Eq. (2.73), we see that the cross-spectral purity is
immediately broken when propagating beyond the initial plane, since the magni-
tude of the wave vector is dependent on frequency k = ω/c. The same conclusion
is true also if paraxial propagation is considered by approximating

kzj ≈ k j −
κ2

j

2k j
, (2.75)

which would lead to the Fresnel propagation formula for nonstationary fields. How-
ever, if a narrow-band field with a spectrum concentrated around some central fre-
quency ω = ω0 is considered, we can approximate

kzj ≈
√

k2
0 − κ2

j . (2.76)

This case is equivalent to the one considered by Mandel, which approximately pre-
serves cross-spectral purity upon propagation. However, this condition is strictly
speaking never fulfilled for pulsed light, and the problem becomes larger the shorter
the pulses are. Especially in the case of ultrashort pulses, one needs to consider their
spatiotemporal properties.
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3 Partially coherent field models

As we have seen in the earlier sections, there are a multitude of tools to theoretically
characterize the coherence properties of nonstationary fields, and partial coherence
is to be expected from realistic sources [6, 31, 84]. Not only is it important to char-
acterize the correlation properties of nonstationary fields, but it is also of utmost
importance to understand that fields with certain correlation functions can exhibit
remarkable phenomena; effects which cannot be reproduced with completely co-
herent fields. Most commonly these correlation-induced effects have been examined
in the spatial domain, where a wide range of different properties have been theo-
retically predicted and experimentally demonstrated. Usually, they are related to
the reshaping of the spatial intensity distribution, via self-focusing [85–87], self-
splitting [88, 89], and even self-steering [90]. The intensity ditribution may take on
a completely new form, such as a flat-topped, arrayed, or cusped distribution, or
it may even rotate [91–98]. Partially coherent fields have also been found to pro-
duce lower levels of scintillation in atmospheric propagation [36, 42, 99], and spatial
correlations can even be used to increase the resolution of imaging systems [53, 54].

There is no particular reason why such effects would not be possible in the
temporal domain as well. Indeed, it has been theoretically proven that pulses can
temporally self-focus [100], self-split [101], or change shape [102], all within the do-
main of linear optics. Unfortunately, experimental investigations of these effects are
scarce, for the lack of methods to measure and produce desired temporal correla-
tions. We shall show in chapters 4 and 5 schemes that can be used to realize a wide
range of different types of spatial and temporal correlations, which are necessary
for future experimental demonstrations of a large variety of effects. In this chapter,
we will first consider a strictly realistic model for spatiotemporally coupled pulsed
beams. Afterwards, we concentrate on the formalism of some mathematically sim-
pler fields, which show interesting correlation-induced effects. Covering all of the
known correlation-induced phenomena would be beside the point, and we shall
therefore concentrate on a few selected effects. After considering spatiotemporal
coupling effects, we will assume cross-spectral purity for the simple model fields in
this chapter and consider only either temporal or spatial properties at a time.

3.1 SPATIOTEMPORAL COUPLING

Coupling between spatial and temporal domains can manifest as a consequence of
the frequency dependence of resonator modes, which is often ignored. However,
when we have a resonator with several locked modes, the resulting pulsed beam
is no longer separable to spatial and temporal contributions, i.e., it is not cross-
spectrally pure. Such fields can be studied if their mode distribution is known,
in which case we can theoretically examine them by starting from the coherent-
mode representation, as was done in paper II. This representation is essentially
a superposition of coherent fields, a somewhat similar approach as the genuine
representation depicted in section 2.2.2, and it will be the starting point for our
examination.
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3.1.1 Space-frequency domain formulation

A realistic laser has a resonator that is usually fabricated with spherical mirrors.
If the cavity is stable, it supports Hermite-Gaussian (HG) lasing modes, where the
number of supported modes depends on the cavity parameters [103–105]. The HG
modes are defined under the paraxial approximation as having the space-frequency
representation of the form

ψm(x; ω) = g(ω)
(2/π)1/4√
2mm!w0(ω)

Hm

[ √
2x

w0(ω)

]
exp

[
− x2

w2
0(ω)

]
, (3.1)

where Hm is the Hermite polynomial of order m. Since the HG modes are separable
in cartesian coordinates, it is sufficient to consider one-dimensional representations
along the x-axis. Additionally, the width of the beam waist varies with frequency
according to the expression

w0(ω) =

√
ω0

ω
w0, (3.2)

where we take w0 = w(ω0) as the beam width at a reference frequency ω0, which
may be chosen as the peak or mean frequency of the spectral weight function g(ω).
Additionally, the spectral weight is normalized such that

∫ ∞
0 g(ω)dω = 1. These

choices define a set of eigenfunctions, which satisfy the orthonormality condition∫
D

∫ ∞

0
ψ∗m(x; ω)ψn(x; ω)dωdx = δmn, (3.3)

where δmn is the Kronecker delta. Therefore, these Hermite-Gaussian modes are
coherent modes in the sense as they have been defined for nonstationary fields
[106,107]. If more than one of these modes are present in a field, we can express the
field as a coherent-mode superposition

W(x1, x2; ω1, ω2) =
∞

∑
m=0

cmψ∗m(x1; ω1)ψm(x2; ω2), (3.4)

which represents a valid correlation function [106]. We choose the weights cm as
[108]

cm = w0

√
2π

β

1
1 + 1/β

(
1− β

1 + β

)m
, (3.5)

which are frequency independent. Here, the parameter β is related to the spatial
coherence properties of the field in a way that will become apparent below, and we
assume that the different frequency components are completely correlated. We will
see later that the coupling between spatial and temporal domains will nonetheless
cause a decrease in the temporal coherence.

Upon inserting from Eqs. (3.1), (3.2), and (3.5) into Eq. (2.10), we can evaluate the
summation and normalize the resulting CSD with the spectral density. This yields
the spectral domain degree of coherence and spectral density of the form

µ(x1, x2; ω1, ω2) = exp

[
− (
√

ω1x1 −
√

ω2x2)
2

2ω0σ2

]
exp [iϕ(ω1, ω2)] , (3.6)
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S(x; ω) =

√
ω

ω0
|g(ω)|2 exp

(
− ω

ω0

2x2

w2

)
, (3.7)

respectively, and we have introduced the parameters

σ =

√
β√

1− β2
w0, (3.8)

w =
w0√

β
, (3.9)

which describe the spatial coherence width of the field at the plane of the waist for
ω = ω0 and the width of the waist, respectively. The phase term ϕ depends on the
phase of the weight function ϕ(ω1, ω2) = arg [g(ω2)]− arg [g(ω1)]. It is clear that
the weight function g(ω) is closely linked to the power spectrum of the field, which
we need to fix before we move to the temporal domain.

3.1.2 Propagation of coupled fields

Fields that are spatiotemporally coupled – such as the one described here – are
notorious for the mathematical difficulty related to their propagation. Even in the
paraxial approximation, propagating a coupled field requires one to evaluate a six-
fold integration over a tensor equation [81]. Therefore, it is worthwhile to consider
simpler methods for achieving the same result. Noting that propagating a single
mode described by Eq. (3.1) is a rather simple operation, since it is governed by
Gaussian beam propagation. We shall therefore consider the paraxial free-space
propagation of the HG modes, which is described by the function

ψm(x, z; ω) = g(ω)
(2/π)1/4 exp [iφ(z; ω)]√

2mm!w0(z; ω)
Hm

[ √
2x

w0(z; ω)

]

× exp

[
− x2

w2
0(z; ω)

]
exp

[
i
ω

c
x2

2R(z)

]
, (3.10)

where c is the speed of light, z is the propagation distance, and the quantities

w0(z; ω) =

√
ω0

ω
w0(z), (3.11)

w0(z) = w0

(
1 +

z2

z2
R

)1/2

, (3.12)

R(z) = z +
z2

R
z

, (3.13)

φ(z; ω) =
ω

c
z−

(
m +

1
2

)
arctan

(
z

zR

)
, (3.14)
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zR =
ωw2

0(ω)

2c
=

ω0w2
0

2c
, (3.15)

are the usual Gaussian-beam propagation parameters. Beams that consist of these
HG modes are called isodiffracting, and their defining property is that the waist of
the beam is frequency dependent in a manner that causes the Rayleigh range, zR, to
be the same at all frequencies.

Propagating all of the modes and then computing the correlation function yields
the propagated space-frequency degree of coherence and spectral density of the
form

|µ(x1, x2, z; ω1, ω2)| = exp

[
− (
√

ω1x1 −
√

ω2x2)
2

2ω0σ2(z)

]
, (3.16)

S(x, z; ω) =

√
ω

ω0
|g(ω)|2 w

w(z)
exp

[
− ω

ω0

2x2

w2(z)

]
, (3.17)

respectively, where we have left the phase terms out for brevity, and defined the
parameters

σ(z) = σ
w(z)

w
, (3.18)

w(z) = w

(
1 +

z2

z2
R

)1/2

=
w0(z)√

β
. (3.19)

Clearly, whenever the field can be expressed as a superposition of modes that can
be propagated as Gaussian beams, it is the preferred method. If no modal decom-
position is known, then the mathematical difficulty increases considerably.

3.1.3 Transformation to space-time domain

Having successfully propagated the space-frequency domain field, we can use the
Wiener–Khintchine theorem to transform it to the space-time domain. Prior to this,
we need to fix the spectral weight function g(ω). It is advantageous to use the
power-exponential form, defined by(

ω

ω0

)1/4
g(ω) =

1√
Γ(2n)

(
2n

ω

ω0

)n
exp

(
−n

ω

ω0

)
, (3.20)

where n is a real and positive constant that controls the width of the spectrum and
Γ(2n) is the familiar gamma function. For simplicity, we assume a flat spectral
phase, and thus the weight function remains real valued. We prefer the power-
exponential distribution because it contains no negative frequencies, and is there-
fore a physically plausible broadband spectrum. A Gaussian spectral weight might
seem mathematically more desirable, but it is prone to computational artifacts. The
choice of power-exponential spectrum leaves us with great freedom over the spectral
bandwidth, and it corresponds closely to the actual spectrum produced by titanium-
doped sapphire lasers.
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We can use Eqs. (3.16) and (3.17), together with Eq. (2.18), to obtain the CSD of
the propagated field. Afterwards, we can transform the expression to the temporal
domain with the use of Eq. (2.13), as in

Γ(x1, x2, z; t1, t2) =
w

w(z)

∫∫ ∞

0

(
ω1

ω0

ω2

ω0

)1/4
g∗(ω1)g(ω2)

× exp

[
−ω1x2

1 + ω2x2
2

ω0w2(z)

]
exp

[
− (
√

ω1x1 −
√

ω2x2)
2

2ω0σ2(z)

]
× exp

{
i
[
ω1t1 −ω2t2 − (ω1 −ω2)

z
c

]}
× exp

[
−i

ω1x2
1 −ω2x2

2
2cR(z)

]
dω1dω2. (3.21)

In the space-frequency domain, the expression for the field was remarkably simple.
Unfortunately, this is not the case in the space-time domain, and the final result for
the spatiotemporal field is obtained by inserting from Eq. (3.20) into Eq. (3.21) and
evaluating the integrals. The integral can be solved analytically, and it is best to
present the final result as a sum of three terms

Γ(x1, x2, z; t1, t2) =
3

∑
j=1

Γj(x1, x2, z; t1, t2), (3.22)

which is due to the considerable length of each contribution. Explicitly, writing out
the three components, we have

Γ1(x1, x2, z; t1, t2) = (2h)2hω2
0

Γ2(n + 1)
Γ(2h)

w
w(z)

T−(n+1)
n (x1, x2, z; t1, t2)

× 2F1

[
n + 1, n + 1;

1
2

;
x2

1x2
2

4σ4(z)Tn(x1, x2, z; t1, t2)

]
, (3.23)

Γ2(x1, x2, z; t1, t2) = −(2h)2hω2
0

Γ2(n + 3/2)
(n + 1)2Γ(2h)

w
w(z)

T−(n+3/2)
n (x1, x2, z; t1, t2)

× 2F1

[
n +

3
2

, n +
3
2

;−1
2

;
x2

1x2
2

4σ4(z)Tn(x1, x2, z; t1, t2)

]

×
[

σ2(z)
x1x2

Tn(x1, x2, z; t1, t2)−
x1x2

4σ2(z)

]
, (3.24)

Γ3(x1, x2, z; t1, t2) = (2h)2hω2
0

Γ2(n + 3/2)
(n + 1)2Γ(2h)

w
w(z)

T−(n+3/2)
n (x1, x2, z; t1, t2)

× 2F1

[
n +

3
2

, n +
3
2

;
1
2

;
x2

1x2
2

4σ4(z)Tn(x1, x2, z; t1, t2)

]

×
[

σ2(z)
x1x2

Tn(x1, x2, z; t1, t2)−
(

n +
3
2

)
x1x2

σ2(z)

]
, (3.25)
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where 2F1(a, b; c; z) is the Gauss hypergeometric function, and we have employed an
auxiliary function Tn, which is defined as

Tn(x1, x2, z; t1, t2) = [T∗(x1, z; t1) + n] [T(x2, z; t2) + n] (3.26)

with

T(x, z; t) =
[

1
w2(z)

+
1

2σ2(z)

]
x2 + iω0

[
t′ − x2

2cR(z)

]
. (3.27)

Here t′ = t− z/c is the time measured in the moving reference frame of the pulse.
We can perform a quick analysis on the pulses we have formulated by considering
the on-axis field. This is done by setting x1 = x2 = 0, which causes all of the
hypergeometric functions in the MCF to equal unity and Γ2 + Γ3 = 0. Under these
conditions, the axial MCF takes on the remarkably simple form

Γ(0, 0, z; t1, t2) = (2h)2hω2
0

Γ2(n + 1)
Γ(2h)

w
w(z)

Tn(0, 0, z; t1, t2)
−(n+1), (3.28)

and the axial intensity is given by

I(0, z; t) = (2h)2hω2
0

Γ2(n + 1)
Γ(2h)

w
w(z)

Tn(0, 0, z; t, t)−(n+1), (3.29)

so that we can write the on-axis complex degree of temporal coherence as

γ(0, 0, z; t1, t2) =

[(
n2 + ω2

0t′21
) (

n2 + ω2
0t′22
)](n+1)/2[

n2 + ω2
0t′1t′2 + ihω0

(
t′2 − t′1

)]n+1 . (3.30)

We immediately notice that |γ(0, 0, z; t1, t2)| = 1, for all values of w, σ, and n. Hence,
the on-axis field is temporally completely coherent with any set of parameters we
choose to use. It needs to be noted that this is no longer true if we move away from
the center of the beam.

The axial intensity distribution is symmetric with respect to time, which is to
be expected given that we assumed a flat spectral phase. The full width at half-
maximum of the pulse is found with

t′FWHM = T0
n
π

√
21/(n+1) − 1, (3.31)

where T0 = 2π/ω0 is the duration of a single optical cycle at the carrier frequency.
Now it is easily found that we are in the single-cycle regime when n ∼ 15. Increasing
n yields longer pulses and decreasing it will produce pulses that are shorter than
a single optical cycle. The notion of sub-cycle pulses may seem counter-intuitive,
since the shortest event one can imagine for an oscillating signal is a single cycle.
But there is no physical or mathematical reason why a pulse cannot be shorter
than a single cycle of its own carrier wave [9–15]. Such short pulses usually suffer
from stability issues, since in this region the relative phase between the carrier and
envelope makes a large difference in the overall pulse shape. This phase is usually
quantified with the term carrier-envelope phase (CEP), which signifies the change
in the relative phase between the carrier and envelope per one resonator round trip.
The CEP accumulates if the group and phase velocities of the pulse train are not
equal, and one of the greatest challenges in modern ultrashort pulse research is the
stabilization of such pulses.
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3.1.4 Isodiffracting pulses

Looking at the expression for the time-domain pulses introduced in Eqs. (3.22)–
(3.25), we see that this is not a particularly transparent result. Indeed, these ex-
pressions are a good example of a solution to a specific problem, which is too com-
plicated for one to sketch or even imagine. Therefore, we turn to illustrating the
main characteristics of the field defined by the aforementioned equations as a func-
tion of selected parameters. For convenience, we shall use dimensionless quantities,
defined by normalizing to some relevant scale. The transverse spatial coordinates
x1 and x2 are normalized to the modal scale parameter w0, the longitudinal spatial
coordinate z to the Rayleigh range zR, and the temporal coordinates to the optical
cycle T0. This allows us to examine the results on a general level, and we are not tied
to some specific situation. The spectral width is controlled by varying the parameter
n and the state of spatial coherence is controlled by the choice of β.

The question that immediately comes to mind is how does the spatiotemporal
coupling manifest itself in these pulses? Figure 3.1 illustrates the normalized spa-
tiotemporal intensity profiles at the initial plane. We consider pulses that have a low
degree of spatial coherence with β = 0.1 and varying spectral bandwidths.
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Figure 3.1: Spatiotemporal intensity profiles I(x, 0; t) for β = 0.1. (a) Sub-cycle
pulse with n = 1, (b) single-cycle pulse with n = 15, and (c) two-cycle pulse with
n = 50 (from paper II).

From Fig. 3.1 it is quite clear that coupling effects reduce with increasing n,
and nearly vanish above the single-cycle regime. It was also found that coupling
becomes stronger with decreasing coherence, which makes sense since less coherent
pulses have more spatial modes in them. We demonstrate this, and the propagation
of such pulses, in Fig. 3.2 below.
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Figure 3.2: Spatiotemporal intensity profiles I(x, z; t) for pulses with n = 1 at
different propagation distances z/zR = 0, 2, 4. (a) β = 1 and (b) β = 0.1 (from paper
II).
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The spatiotemporal intensities I(x, z; t) have been plotted at different propaga-
tion distances zq = qzR that are multiples of the Rayleigh range zR. For clarity
and compactness, we draw the pulses centered at the temporal instants tq = qT0.
The pulses with low spatial coherence approach plane waves very quickly, which
is a common feature of low coherence beams. This also makes the coupling more
apparent, and spatiotemporal effects can be observed in Fig. 3.2, since the pulse pro-
files feature side lobes, with temporal lengths greater than the axial pulse duration.
This temporal widening when moving off-axis warrants a closer inspection from the
coherence point of view. Let us first consider the spatial coherence properties of the
pulses. Figure 3.3 illustrates the absolute value of the time-domain complex degree
of spatial coherence

γ(x1, x2, 0; 0, 0) =
Γ(x1, x2, 0; 0, 0)√

I(x1, 0; 0)I(x2, 0; 0)
(3.32)

for the pulses at the initial plane.
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Figure 3.3: Absolute value of the complex degree of spatial coherence,
|γ(x1, x2, 0; 0, 0)|, for β = 0.1. (a) Sub-cycle pulse with n = 1, (b) single-cycle pulse
with n = 15, and (c) two-cycle pulse with n = 50 (from paper II).

It is plain to see that for small values of n, the pulses do not obey the Schell
model in the spatial domain, since the correlation functions depend on both x1 and
x2, and not only on their difference. That is, the width of the degree of spatial
coherence in the anti-diagonal direction is shortest near the center of the pulse and
increases along the direction of the average spatial coordinate x̄ = 1

2 (x1 + x2). This
is highly prominent for sub-cycle pulses, but diminishes rapidly in the few-cycle
regime.

Recalling Eq. (3.30), we know that the field along the optical axis is fully tempo-
rally coherent regardless of the choice of variables. However, the degree of temporal
coherence depends on both β and n when moving off-axis. Figure 3.4 illustrates the
absolute value of the two-time complex degree of temporal coherence

γ(w0, w0, 0; t1, t2) =
Γ(w0, w0, 0; t1, t2)√

I(w0, 0; t1)I(w0, 0; t2)
(3.33)

for the pulse at the initial plane, and transverse distance x1 = x2 = w0 from the
optical axis for β = 0.1. The temporal degrees of coherence have some clear differ-
ences and similarities with the spatial degrees of coherence that were shown earlier.
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The greatest difference is that the spatial coherence area increases with larger band-
width, whereas the temporal coherence decreases. The two domains also have a
clear similarity, since they both depart from the Schell model with small n, and
reduce back with decreasing bandwidth.
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Figure 3.4: Absolute value of the complex degree of temporal coherence,
|γ(w0, w0, 0; t1, t2)|, at an off-axis spatial position x1 = x2 = w0 and for β = 0.1.
(a) Sub-cycle pulse with n = 1, (b) single-cycle pulse with n = 15, and (c) two-cycle
pulse with n = 50 (from paper II).

From these two figures, we come to understand the nature of the spatiotempo-
ral coupling. Evidently, when we approach the coupling regime, the spatial and
temporal coherence properties mix. The temporal coherence decreases and spatial
coherence increases, so the coupling affects all properties of the pulse, not just the
spatiotemporal intensity profile. We can employ the overall degree of temporal co-
herence as a function of spatial position, defined as

[γ̄(x, z)]2 =

∫∫ ∞
−∞ I(x, z; t1)I(x, z; t2) |γ(x, x, z, t1, t2)|2 dt1dt2∫∫ ∞

−∞ I(x, z; t1)I(x, z; t2)dt1dt2
, (3.34)

to conveniently characterize the position dependent temporal coherence. Figure 3.5
illustrates this quantity for pulses with different bandwidths at the initial plane.
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Figure 3.5: Overall degree of temporal coherence at the initial plane, scanned over
the x-axis for n = 1, n = 15, and n = 50 (from paper II).
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We see that the temporal coherence of the pulses decreases substantially when
moving away from the optical axis, and the effect is most striking for sub-cycle
pulses. As was mentioned earlier, the physical origin for the spatiotemporal cou-
pling can be traced back to the frequency dependence of the spatial modes. In
view of Eq. (3.2), the low-frequency components have a larger spatial extent than
the high-frequency components, and thus the beam profile becomes essentially red-
shifted when one moves away from the optical axis. This implies that while the field
is clearly not cross-spectrally pure, the spatiotemporal coupling effects are promi-
nent only below the few-cycle pulse regime. Thus, it is well justified to ignore
spatiotemporal effects when the considered pulses are generated in a stable cavity
and they are relatively long.

3.2 SELF-FOURIER TRANSFORMING BEAMS

When a beam of light propagates, it generally experiences some sort of evolution,
due to diffraction and the spatiotemporal properties it has at the initial plane. Fields
that do not change upon appreciable propagation are called diffraction free [43],
or propagation invariant [44, 45]. However, such properties are generally confined
to some propagation length; after a large enough distance they will also change
considerably and experience diffraction, a property which is outlined in Fig. 3.6
for a Bessel beam. Such a beam can be produced, for example, with a refractive
axicon, which refracts the light so that the beam overlaps with itself and produces
an interference pattern. If the axicon is chosen properly (cone angle and field size),
the pattern can be rather long and this is what we call a Bessel beam. Of course, this
is just one example of a propagation invariant beam, and there exists a large variety
of diffraction free fields [44, 46].

Figure 3.6: Depiction of a Bessel beam produced with a refractive axicon and the
cross-sectional intensity distribution taken along the dashed line.

Whereas propagation invariant beams are defined only within a certain volume
of space, it could be of interest to have beams that change only in scale, so that
all of their other properties remain the same after any propagation length. We
defined a class of beams which we termed self-Fourier transforming in paper III
and examined the propagation of one such beam in paper IV. The defining property
of these fields is that the correlation functions retain their mathematical forms in
Fourier transformations over the transverse plane. In other words, W(ρ1, ρ2) has
the same functional form as T(κ1, κ2).
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Let us begin by recalling the propagation integrals of Eqs. (2.73) and (2.74), and
write them in the form

W(r1, r2) =
∫∫ ∞

−∞

∫∫ ∞

−∞
W(ρ′1, ρ′2) exp [−i (k∗z1z1 − kz2z2)]

× exp
{
−i
[
κ1 · (ρ1 − ρ′1)− κ2 · (ρ2 − ρ′2)

]}
d2κ1d2κ2d2ρ1d2ρ2, (3.35)

where rj = (ρj, zj), with j = 1, 2. We are interested in the spatial coherence prop-
erties of the beam at transverse planes located at a distance z from the initial plane.
By setting z1 = z2 = z and considering paraxial propagation, we can integrate over
κ1 and κ2 to find the Fresnel propagation formula for partially coherent light [31],

W(ρ1, ρ2, z) =
(

k
2πz

)2 ∫∫ ∞

−∞
W(ρ′1, ρ′2)

× exp

[
−ik

(ρ1 − ρ′1)
2 − (ρ2 − ρ′2)

2

2z

]
d2ρ′1d2ρ′2. (3.36)

Further, considering propagation to the far zone, we can approximate

W(ρ1, ρ2, z) ≈
(

k
2πz

)2
exp

(
−ik

ρ2
1 − ρ2

2
2z

)

×
∫∫ ∞

−∞
W(ρ′1, ρ′2) exp

[
−ik

ρ1ρ′1 − ρ2ρ′2
z

]
d2ρ′1d2ρ′2, (3.37)

which corresponds to the Fraunhofer diffraction formula for partially coherent light
and where ρ = |ρ|. A well-known property of light is that in the far field, the
field distribution is essentially defined by the Fourier transform of the initial plane
field, as can be seen from Eq. (3.37). But, since the self-Fourier transforming beams
preserve their functional forms in these transformations, their properties do not
evolve after propagating to the far field and they change only in scale. However, the
properties of self-Fourier transforming beams in the Fresnel zone require further
investigation. The model field we examined in paper IV did not retain the shape of
its spatial density, but it is not clear whether this is a general feature of these types
of fields, or just a characteristic of that particular field.

Probably the simplest experimentally feasible self-Fourier transforming field is
a monochromatic Gaussian beam, although it is a somewhat trivial example. This
is due to the properties of Gaussian distribution, which retains its mathematical
form in Fourier transformation. There are some other special functions – such as
the hyperbolic secant or sine with a squared argument – that have this property,
but finding nontrivial self-Fourier transforming beams would be tedious if one just
relies on these special cases. Therefore, it is necessary to look at the mathematical
properties of the Fourier transform and see whether some general condition exists.
Suppose that we have an arbitrary function f (x), which has the Fourier transform
F(x), and we define a composite function g(x) = f (x) + F(x). Due to linearity of
the Fourier transform, any composite function of this type retains its form upon
Fourier transformation, and this knowledge can also be utilized to construct optical
beams.

Accordingly, we can define a field that is the superposition of two electric fields
with the forms of each others’ Fourier transforms, that is

E(ρ) = Ef(ρ) + EF(ρ), (3.38)
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where EF(ρ) is the Fourier transform of Ef(ρ). Then we can write the CSD of the
total field as

W(ρ1, ρ2) = 〈[E∗f (ρ1) + E∗F(ρ1)] [Ef(ρ2) + EF(ρ2)]〉

=Wf(ρ1, ρ2) + WF(ρ1, ρ2) + 2 〈E∗f (ρ1)EF(ρ2)〉 , (3.39)

which is a superposition of the individual correlation functions, plus a term respon-
sible for cross-correlation. If the fields are mutually uncorrelated, then the last term
will tend to zero, and their incoherent superposition becomes

W(ρ1, ρ2) = Wf(ρ1, ρ2) + WF(ρ1, ρ2), (3.40)

which is the CSD of a self-Fourier transforming beam. If we take the coherent but
mutually uncorrelated elementary fields ef,m(ρ) and eF,m(ρ), and weigh them with
a function cm, we get a coherent mode representation for self-Fourier transforming
beams

W(ρ1, ρ2) = ∑
m

cm

[
e∗f ,m(ρ1)e f ,m(ρ2) + e∗F,m(ρ1)eF,m(ρ2)

]
. (3.41)

All fields that obey this representation are self-Fourier transforming, although the
inverse may not be true. Indeed, it is also possible to construct a beam with a
correlation function that is self-Fourier transforming by considering the product of
two distinct functions, for example, the product of a Gaussian and a hyperbolic sine
function [109]. In such a case an alternative treatment would be necessary.

3.3 SPATIAL SELF-FOCUSING

One of the most well-known correlation-induced effects is the spatial self-focusing
of certain types of beams [85–87]. As the name suggests, such beams will focus on
their own after some propagation distance, and it is one of the properties of nonuni-
formly correlated beams [85], although this property is also shared by other corre-
lation functions, as we showed in paper V. Consequently, this effect has nothing to
do with the self-focusing encountered in nonlinear optics, and correlation-induced
self-focusing actually does not require a medium, i.e., it occurs even in free space
propagation.

Let us continue ignoring the temporal dependence for simplicity, and recall the
genuine representation outlined in section 2.2.2, so that we can write

Γ(ρ1, ρ2) =
∫ ∞

−∞
p(v)H∗(ρ1, v)H(ρ2, v)dv. (3.42)

For mathematical simplicity, we take the kernel H to be a Gaussian function, such
that

H(ρ, v) = exp

(
− ρ2

2w2
0

)
exp

(
−ivρ2

)
, (3.43)

where ρ = |ρ|, and v is a parameter that determines the curvature of the spatial
phase term, with the dimension 1/m2. Inserting this into Eq. (3.42) yields an MCF
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of the form

Γ(ρ1, ρ2) = exp

(
−ρ2

1 + ρ2
2

2w2
0

)
γ(ρ1, ρ2), (3.44)

where the complex degree of spatial coherence, γ(ρ1, ρ2), is yet again completely
determined by the weight function p(v), which is of the Fourier form

γ(ρ1, ρ2) =
∫ ∞

−∞
p(v) exp

[
−iv(ρ2

2 − ρ2
1)
]

dv. (3.45)

The choice of weight function is obviously very important and it can change the cor-
relation function dramatically. For example, if the weight function is also a Gaussian,
then the resulting field will be nonuniformly correlated [85,100]. On the other hand,
if it is described by the rectangular function, then the resulting field will be circularly
correlated [110]. In fact, since the relationship between the correlation function and
weight function is Fourier like, there is no difficulty in coming up with practically
an unlimited amount of different types of coherence functions, all of which share
the self-focusing property. The only real difference between these sources – apart
from the form of the coherence function – is the shape of the focal spot. Thus, it can
be interpreted that all other correlation-induced effects that redistribute the spatial
intensity are contained in the self-focusing phenomenon.

Having established the general formulation for self-focusing sources, we now
turn to examining the propagation properties of the field. Using the generalized
Fresnel diffraction integral within paraxial approximation introduced in Eq. (3.36),
the propagation of partially coherent beams through free space can be characterized
with

Γ(ρ1, ρ2, z) =
(

k
2πz

)2 ∫∫ ∞

−∞
Γ(ρ′1, ρ′2)

× exp

[
−ik

(ρ1 − ρ′1)
2 − (ρ2 − ρ′2)

2

2z

]
d2ρ′1d2ρ′2, (3.46)

in the space-time domain. Inserting from Eq. (3.42), we get

Γ(ρ1, ρ2, z) =
(

k
2πz

)2 ∫ ∞

−∞
p(v)

∫∫ ∞

−∞
H∗(ρ′1, v)H(ρ′2, v)

× exp

[
−ik

(
ρ1 − ρ′1

)2 − (ρ2 − ρ′2)
2

2z

]
d2ρ′1d2ρ′2dv, (3.47)

further substituting Eq. (3.43) into Eq. (3.47) and by calculating the double integral,
we obtain the propagated modes

H∗(ρ̄− ∆ρ/2, v, z)H(ρ̄ + ∆ρ/2, v, z) =
w2

0
w2(v, z)

exp
[
− ρ̄2

w2(v, z)

]
× exp

{
− ∆ρ2

4w2(v, z)
− ρ̄∆ρ

[√
1

w2(v, z)
− z2

R
w2

0z2
− i

2k
z

]}
,

(3.48)
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where we have introduced the spatial mean and difference coordinates, ρ̄ = (ρ1 +
ρ2)/2 and ∆ρ = ρ2 − ρ1. Additionally, the widths of the propagated modes can be
found with

w(v, z) = w0

[(
1− vz

k

)2
+

z2

z2
R

]1/2

, (3.49)

where have made use of the Rayleigh range zR = w2
0k/2. These expressions differ

from the usual Gaussian beam propagation only by the parameter v; if we choose
v = 0, then these expressions reduce to the usual formulas. Examination of the extra
factors shows that each mode gains its minimum width at the distance

zmin =
k
v

. (3.50)

The value for the waist of a single mode at this distance is then w(zmin) = (vw0)
−1,

and the width of the whole beam can be found by integrating over all possible
modes, which does not have an analytical expression. Although the remaining in-
tegral over v cannot be computed directly, we can numerically evaluate the field at
any transverse plane z.

3.3.1 Focal spot engineering

It was noted early on that physically the spatial self-focusing of certain beams is
due to the field being an incoherent superposition of coherent contributions with
different propagation properties [85]. Accordingly, Eq. (3.48) can be interpreted
to define a partially coherent field, constructed by incoherently superposing the
elementary fields H, with the corresponding weights p(v). Each elementary field
then focuses to a point with a width given by Eq. (3.49), and a longitudinal position
by Eq. (3.50). Hence, by choosing the weight function appropriately, in addition to
producing different types of correlations, it is also possible to engineer the shape
of the field at the focal plane. It is even possible to introduce beam steering into
the equations, by replacing ρ in Eq. (3.43) with ρ− ρ0(v). This would cause each of
the modes to focus at a different transverse position, but we shall not discuss such
effects here.

If we set ρ1 = ρ2 = ρ in Eq. (3.48), we obtain the intensities of the individual
modes

I(ρ, v, z) = |H(ρ, v, z)|2 =
w2

0
w2(v, z)

exp
[
− ρ2

w2(v, z)

]
, (3.51)

and we can find the total intensity I(ρ, z) simply with

I(ρ, z) =
∫ ∞

−∞
p(v)I(ρ, v, z)dv, (3.52)

in accordance with Eq. (3.48). It is possible to choose the weight from a wide class
of functions; in particular, if we choose it to be of the Gaussian form, with

p(v) =
σ2
√

π
exp

(
−σ4v2

)
, (3.53)
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and evaluate the integral in Eq. (3.45), we end up at the well-known nonuniformly
correlated field [85]

γ(ρ1, ρ2) = exp

[
− (ρ2

2 − ρ2
1)

2

4σ4

]
, (3.54)

where σ is a spatial coherence parameter. According to Eq. (3.52), a nonuniformly
correlated field consists of normally distributed modes with different focal distances,
centered around v = 0.

If instead of a Gaussian weight function we choose a rectangular one, as in

p(v) = σ2rect
(

σ2v2
)

, (3.55)

then the coherence function becomes circularly correlated [110]

γ(ρ1, ρ2) = sinc

(
ρ2

2 − ρ2
1

2πσ2

)
, (3.56)

where sinc(x) = sin πx/πx. Now the modes that do focus have more weight than in
the nonuniformly correlated beam, but the rectangular function has smaller band-
width than the Gaussian function, indicating that it does not focus as strongly.

These two fields represent some of the well-known examples that feature self-
focusing. It is not difficult to come up with new correlation functions that produce
much more complex intensity distributions upon propagation. Let us, for example,
write the weight function in the form of a finite delta comb

p(v) =
N

∑
n=1

δ(v− κn), (3.57)

where κ is an arbitrary real number, which defines the spacing of the comb. With
this weight, the degree of coherence becomes

γ(ρ1, ρ2) = exp
[
iκ(ρ2

2 − ρ2
1)
] 1− exp

[
iκN(ρ2

2 − ρ2
1)
]

1− exp
[
iκ(ρ2

2 − ρ2
1)
] , (3.58)

which we call a comb-correlation. If the comb spacing is chosen properly, it is
possible to produce N − 1 isolated focal points along the propagation direction, or
to elongate the depth of focus as is shown in Fig. 3.7 below.

The weight and correlation functions we have considered here are relatively sim-
ple examples of how one can engineer the focal intensity. Obviously, any physically
realizable distribution can be used as the weight function, thus producing a wide
range of different types of correlations and focusing properties. Additional freedom
in focal spot design can be achieved if we allow the weight function to contain po-
sition dependent phase factors. Then it becomes possible to distribute the intensity
also along the transverse plane, inducing spatial self-splitting, among other things.
Because of these properties, it is justified to say that models with self-splitting can
contain all of the correlation-induced effects that redistribute the spatial intensity
distribution.
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Figure 3.7: Intensity distributions of comb correlated fields propagated through
free space. The parameters were chosen to get isolated (upper) and elongated
(lower) focal spots.

3.4 TEMPORAL SELF-SPLITTING

The fact that correlation-induced phenomena also occur in the temporal domain
comes naturally from space-time duality; whatever effects there are in the spa-
tial domain, they usually have time domain pairs [111–115]. So let us now make
a transition to the temporal domain, and demonstrate some basic properties of
temporal self-splitting. We start by establishing the physical interpretation behind
this correlation-induced effect and then introduce some self-splitting model pulses,
which we outlined in paper VI.

Propagation of the mutual coherence function through dispersive media can be
investigated with the generalized Collins formula in the temporal domain [116,117]

Γ (t1, t2, z) =
ω0

2πB
exp

[
− iω0D

2B

(
t2
1 − t2

2

)]
×
∫∫ ∞

−∞
Γ0 (τ1, τ2) exp

[
− iω0 A

2B

(
τ2

1 − τ2
2

)]
exp

[
iω0

B
(τ1t1 − τ2t2)

]
dτ1dτ2,

(3.59)

where A, B, C, and D are the elements of an arbitrary temporal transfer matrix (C
being absent) and Γ0 (τ1, τ2) is the MCF at z = 0. We take the time coordinate as
being measured in the reference frame of the moving pulse. The generalized Collins
formula works up to second order dispersion, since no temporal transfer matrices
exist for higher order effects.

It is well-known that when propagating through a dispersive medium, coherent
pulses transform in the temporal far field to a form that is functionally identical
with their power spectra. The same can be found to be true for temporal 2F systems
as well. We can show that the same result applies to partially coherent pulses, by
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evaluating the temporal intensity using Eq. (3.59) by setting t1 = t2 = t

I (t, z) =
ω0

2πB

∫∫ ∞

−∞
Γ0 (τ1, τ2) exp

[
− iω0

2B
A
(

τ2
1 − τ2

2

)
+

iω0t
B

(τ1 − τ2)

]
dτ1dτ2.

(3.60)

If the pulses propagate through dispersive media to the temporal far field, the first
exponential term will tend towards zero. On the other hand, for a temporal 2F
system the first exponential term inside the integral is zero, since A = 0. In either
case, the above equation can be written as

I (t, z) =
ω0

2πB

∫∫ ∞

−∞
Γ0 (τ1, τ2) exp

[
iω0t

B
(τ1 − τ2)

]
dτ1dτ2, (3.61)

which bears a striking resemblance to another quantity. Applying the Wiener–
Khintchine theorem of Eq. (2.14) to the correlation functions at the initial plane,
and setting ω1 = ω2 = ω, we find that spectral density is given by

S(ω) =
1

(2π)2

∫∫ ∞

−∞
Γ0(t1, t2) exp [−iω (t1 − t2)]dt1dt2. (3.62)

Comparing these two expressions it is clear that the spectral density at the initial
plane and the far field or Fourier-plane temporal intensity share the same functional
form, irrespective of the degree of coherence. From these considerations it is clear
how one can construct temporally self-splitting pulses: one only needs to shape
the spectral density to whatever desired form and then compress the pulse. A
transform limited pulse can be produced by having a flat spectral phase, and upon
propagation it will acquire a phase which causes it to unravel and take on the shape
of the spectral density.

We can again define an almost unlimited number of self-splitting pulses, but we
will describe here only two that have distinct properties. It is possible to use the
genuine representation to find a weight function and kernel that will produce an
MCF of the form

Γ(t1, t2) = Ln

(
∆t2

T2
c

)
exp

(
− t2

1 + t2
2

T2
0

)
exp

(
−∆t2

2T2
c

)
exp (−iω0∆t) , (3.63)

where Ln is the Laguerre polynomial of order n, and the MCF reduces to the GSM
case when n = 0. The mean intensity for this type of field is a Gaussian function

I(t) = exp

(
−2t2

T2
0

)
, (3.64)

and by normalizing we find that the complex degree of temporal coherence is of the
form

γ(∆t) = Ln

(
∆t2

T2
c

)
exp

(
−∆t2

2T2
c

)
exp (−iω0∆t) . (3.65)

A field which obeys this correlation function is a Laguerre-Gaussian correlated
Schell-model (LGCSM) pulse, and its spectral density is

S(ω) =
T0

2π2nn!Ω0
exp

(
−2v2

Ω2
0

)
n

∑
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2kk!(
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)
.

(3.66)
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Now it is quite obvious from Eq. (3.66) that the spectral density is no longer of the
simple Gaussian form, while the initial pulse shape is. Thus, due to Eq. (3.61), we
can expect that if such pulses are propagated to the temporal far field, the pulse
shape will experience changes.

Another type of self-splitting pulses is the Hermite-Gaussian correlated Schell-
model (HGCSM), which we define in a similar way. We again take the mean inten-
sity as being of the Gaussian form of Eq. (3.64), but assume that the complex degree
of temporal coherence is determined by the function

γ(∆t) =
H2n

(
∆t/
√

2Tc

)
H2n(0)

exp
(
−∆t2

2T2
c

)
exp (−iω0∆t) . (3.67)

These choices define the class of HGCSM pulse trains, and we can again see that
the degree of temporal coherence reduces to that of conventional GSM pulses for
n = 0. The correlation function introduced here also corresponds to a non-negative
definite kernel – as it should – and by employing the usual tools it is simple to find
that the spectral density of this source is given by

S(ω) =
(−1)n

2π

T0

Ω0

2−nβ2n

(2n− 1)!!
exp

(
−2v2

Ω2
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i
√
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Ωc

)
. (3.68)

And yet again, it is obvious that the spectral density is not of the Gaussian form
anymore.

3.4.1 Propagation to the temporal far field

The actual behavior of these sources is revealed only after they are propagated,
which can be done analytically. One interesting propagation distance is the temporal
far field, which is defined similarly as its spatial counter part [118, 119], that is, the
propagation length is much greater than the Rayleigh range of the beam. A typical
feature of a spatial field that has entered the far-zone, is that it propagates with no
change in its form. A corresponding phenomenon also happens in the temporal
domain, as we will see. Let us start with the LGCSM pulses; on substituting from
Eq. (3.63) into Eq. (3.59) and changing to the mean and average coordinates allows
us to cast the equations into a solvable form, and the integration yields the following
propagation formula
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, (3.69)

where we have reverted back to the absolute coordinates and employed the short-
hand notations

c =
1

2T2
0
+

1
2T2

c
+

T2
0

8

(
Aω0
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)2
, (3.70)

d(t1, t2) =
ω0

2B
(t2 + t1) + iT2

0
Aω2

0
4B2 (t2 − t1). (3.71)
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Expression (3.69) gives the MCF at the output plane of an arbitrary temporal optical
system that can be expressed with the use of ABCD matrix formalism.

In the present case, we are mainly interested in studying the evolution of the
temporal intensity profile upon propagation through a linearly dispersive medium,
such as an optical fiber. For this type of system the ABCD matrix is of the form [116,
117] (

A B
C D

)
=

(
1 ω0β2z
0 1

)
, (3.72)

and β2 is the group velocity dispersion coefficient. Substituting the values from
Eq. (3.72) into Eq. (3.69), and setting t1 = t2 = t, the mean intensity after an arbitrary
propagation distance is given by
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where
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(3.76)

is the temporal Rayleigh range of the pulsed beam. The Rayleigh range zT we em-
ploy reduces to the usual temporal Rayleigh range zG = T2

0 /2β2 that is encountered
for coherent Gaussian pulses in the coherent limit of β→ 1.

Carrying out the same procedures for the HGCSM pulses defined by Eq. (3.67),
we get an MCF of the form
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ω0T0

2
√

2cB
exp

[
− iω0D

2B

(
t2
1 − t2

2

)] (−1)n2−n

(2n− 1)!!

× exp

[
−T2

0 ω2
0

8B2 (t1 − t2)
2

]
exp

[
−d2(t1, t2)

4c

] (
1

2T2
c

)n

×
(

2T2
c −

1
c

)n
H2n

[
− id(t1, t2)

2c
√

2T2
c − 1/c

]
, (3.77)

and the average intensity of such pulses propagted through a linearly dispersive
medium is then given by
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39



where

Tc(z) = Tc

[(
1 + z2/z2

T

) (
1 + z2

G/z2
)]1/2

. (3.79)

A more in-depth investigation of the propagation properties of fields with these
correlation properties is warranted. In Fig. 3.8, we show how the LGCSM and
HGCSM pulses evolve upon propagation through a linearly dispersive medium.

Figure 3.8: Pulse evolution upon propagation in a linearly dispersive medium.
Upper row: LGCSM, lower row: HGCSM, with (a) n = 0, (b) n = 1, (c) n = 2, and
(d) n = 3.

For these simulations, we have chosen the length of the initial pulse to be T0 =
30 ps and the group velocity dispersion as β2 = 50 ps2km−1, which are close to
typical values found in optical telecommunication. In addition to these parameters,
we set the temporal coherence time of the pulses to be Tc = 10 ps, thus they are fairly
incoherent. The plots extend to the temporal far zone, z � zT, where zT = 2.85 km
with the chosen parameters.

It is clear that the order n plays an important role in the self-splitting properties
of these model pulses, since a single Gaussian pulse at the initial plane evolves
to n + 1 sub-pulses for the LGCSM case. On the other hand, the HGCSM pulse
always produces two sub-pulses, but their separation increases with increasing n.
When n = 0, both models reduce to GSM pulses that do not split upon propagation.
Similarly to the spatial correlation-induced effects, temporal phenomena can also be
engineered widely. For example, it is rather easy to envision a type of pulse that
confines itself when propagated to the far zone. Looking at Eqs. (3.61) and (3.62),
we can simply take a pulse with a single-lobed spectrum and give it some spectral
phase that produces a multiply-peaked temporal pulse. This will lead to pulses that
have a self-confining property, i.e., the inverse of the pulses considered here.
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4 Measurement of nonstationary light

The complete characterization of pulsed fields is a long-standing problem, and some
of the schemes found in the stationary case have been used to measure the corre-
lation properties of nonstationary fields [120–122]. However, the assumption of
stationarity is not valid for pulsed sources and this affects a wide range of experi-
ments as well. The most limiting factor in measuring pulsed light is that there are no
detectors that are fast enough, and we always end up integrating over time. Some
measurement schemes have been introduced to overcome this problem with inter-
ferometric and self-referencing techniques [8, 16, 17]. However, there are still some
types of light, which we cannot measure directly even with modern methods.

4.1 SPATIAL DOMAIN

This section will outline some of the major concepts behind spatial coherence mea-
surements and how they can be applied to pulsed sources. The nature of nonsta-
tionary sources has to be taken into account even in the spatial domain, which may
complicate some of the experiments. Some alternative methods are then examined,
which were introduced in papers VII, VIII, as well as IX, and their applicability for
measuring pulsed sources is established. In coherence research, spatial coherence
is probably the most intuitive domain for experiments, and as such, several meth-
ods have been established for probing the spatial properties of light [104, 123–140].
The development of several different types of methods comes in response to the
ever increasing arsenal of available sources [141–150]. In fact, spatial coherence is a
somewhat special case, since it manifests itself whenever two light beams interact.
For example, if a light beam is split into two and the copies partially overlap, then
the overlapping region contains an interference pattern, which has the form of the
spatial coherence function. Therefore, spatial coherence can be measured with any
spatially shearing or folding interferometer, as long as there is no dispersion and
the time delay between the two beams is zero. The overlapping region contains a
single slice of the correlation function, and by scanning the beams over each other it
is possible to extract full knowledge of the complex degree of spatial coherence.

When people consider spatial coherence, they are mostly interested in stationary
fields. As such, theoretical formulations for spatially partially coherent model fields
usually do not have any mention of the temporal dependence. However, it is entirely
possible that spatial coherence is also a function of time, even for stationary fields.
A situation like that could very well be constructed by periodically modulating a
beam of light with some optical element, such as a rotating ground glass plate. In
the case of the CSD, it is customary not to ignore the spectral dependence, since
different wavelengths can have different spatial coherence properties, which implies
cross-spectral impurity. In fact, it is simple to construct a field that is completely
spatially coherent in the frequency domain, but becomes partially coherent upon
transformation to the temporal domain.
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4.1.1 Young’s interferometer

The double-slit experiment, or Young’s interferometer [151,152], is probably the first
device which was used to measure spatial coherence. The concept behind its oper-
ation is very simple and the results are intuitive, so it has been examined extremely
thoroughly in several settings. As such, it has become the standard tool for spatial
coherence measurements. Although it has been around for more than 200 years,
there are still some misconceptions on its usage. The biggest problem is that it is
not enough to do a single measurement with Young’s interferometer, if you want to
completely characterize the spatial coherence of a light source. The interferometer
works by sampling the incident radiation with two small slits or pinholes at two
different spatial coordinates, and superposing the samples at an observation plane,
as is depicted in Fig. 4.1. Thus, the measurement has to be repeated over all possible
spatial coordinate pairs, which requires one to move the apertures.

Figure 4.1: Basic principle of Young’s interferometer: light - incident from the left
- is sampled with two pinholes, and the resulting interference pattern is recorded at
some observation plane.

Over the recent years, several modified versions of Young’s interferometer have
been introduced, which allow for a measurement over all coordinates accross the
whole wavefront [104, 123–129]. Irrespective of the exact scheme, the mathematical
form of the spectral interference pattern in Young’s interferometer is given by

S(R; ω) = |K1|2S(r1; ω) + |K2|2S(r2; ω)

+ 2|K1||K2|
√

S(r1; ω)S(r2; ω)< {µ(r1, r2; ω, ω) exp (−iωτ)} , (4.1)

where the coefficients Kj are weakly frequency dependent factors [31] and τ = (R1−
R2)/c is the time difference between the paths R1 and R2, measured from the slits to
a point at the detector plane. Two conclusions can be drawn from this: i) to measure
wide bandwidth fields, the interferometer has to be paired with a spectrometer to
resolve the different frequencies, and ii) there is a position dependent time delay at
the observation plane, and thus temporal coherence is mixed into the measurement.
Due to the limitations of Young’s interferometer in coherence measurement, it is
necessary to explore some alternative methods.
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4.1.2 Grating interferometer

The grating interferometer is a type of zero time delay, z-scanning spatial coher-
ence measurement device, which was first presented in paper VII, and refined in
paper VIII. The interferometer overcomes some of the limitations of Young’s inter-
ferometer, and its operation principle is illustrated in Fig 4.2. We consider only the
x-component of the incident field, E0(x; ω), which is normal to a grating with a
period d. The field is split into two diffraction orders m = 1 and m = −1, which
propagate towards directions θ±1(ω) given by the grating equation.

x

d

z

∆x(ω)

∆z

θ(ω)

m = +1

m = −1

|E0(x; ω)|
|E0(x − ∆x; ω)|

|E0(x + ∆x; ω)|

Figure 4.2: Basic principle of a grating interferometer. Here the incident field is
split into two copies which are sheared upon propagation. The actual number of
diffraction orders depends on the grating profile (from paper VII).

We can calculate the shear between the diffracted fields at a distance of ∆z behind
the grating, with

∆x(ω) = ∆z tan θ(ω) = ∆z tan
[

arcsin
(

2πc
ωd

)]
≈ 2πc∆z

ωd
, (4.2)

where the last form applies in the paraxial approximation. Assuming that the prop-
agation distance is short and the beam width is large enough to neglect diffractive
spreading, the total field at a distance ∆z may be expressed as

E(x, ∆z; ω) = T+1(ω)E0(x− ∆x; ω) exp [i (kxx + kz∆z)]
+ T−1(ω)E0(x + ∆x; ω) exp [i (−kxx + kz∆z)] , (4.3)

where kx = 2π/d, kz =
√
(ω/c)2 − k2

x, and T±1(ω) are the complex amplitudes
of orders m = ±1, and we have dropped the explicit frequency dependence of ∆x
for brevity of notation. Ideally, we would like to employ a phase grating with a
sinusoidal profile, since it produces only the two desired orders with equal powers.
But, because they are difficult to fabricate, a simpler alternative is to use symmetric
binary phase gratings and blocking elements for the unnecessary orders.

The efficiency and the period of the gratings are critical parameters when de-
signing the device. Obviously, the efficiency determines how dim sources one can
measure, and if sinusoidal gratings can be fabricated, the overall efficiency can reach
50 % in the double grating configuration. Although, such a grating could be used on
its own for coherence measurements, raising the maximum efficiency to 100 %, and
thus potentially allowing spatial coherence measurements even for single photon
sources. The period of the gratings is equally important, as it dictates the length of
the device. It is possible to minimize the footprint of the setup by employing simple
trigonometry and the grating equation.
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To find out what the device actually measures, we turn to the correlation func-
tions introduced in chapter 2. The spectral density of the interference pattern is
given by

S(x, ∆x; ω) = 〈|E(x, ∆x; ω)|2〉, (4.4)

and inserting from Eq. (4.3) yields the expression

S(x, ∆x; ω) = η(ω) [S0(x− ∆x; ω) + S0(x + ∆x; ω)

+ W0(x− ∆x, x + ∆x; ω) exp (−i4πx/d)
+W∗0 (x− ∆x, x + ∆x; ω) exp (i4πx/d)] . (4.5)

Making use of the definition of the complex degree of spectral coherence in Eq. (2.18),
we find that

S(x, ∆x; ω) =

η(ω)

[
S0(x− ∆x; ω) + S0(x + ∆x; ω) + 2

√
S0(x− ∆x; ω)S0(x + ∆x; ω)

× |µ0(x− ∆x, x + ∆x; ω)| × cos {arg [µ0(x− ∆x, x + ∆x; ω)]− 4πx/d}] ,
(4.6)

which is an interference pattern with a constant spatial period d, given that the phase
of the complex degree of coherence is flat. If the argument of µ0(x− ∆x, x + ∆x; ω)
is not constant, then the period of the interference fringes can vary from spot to
spot.

The spectral interference pattern of Eq. (4.6) can be observed if an imaging spec-
trometer is used as a detector. This way, one can image the interference pattern onto
the plane of a two-dimensional array detector so that spatial resolution is in the x di-
rection, and the y-axis resolves the spectral components. By measuring the spectral
density S(x; ω) from both arms of the interferometer together with the visibility

V(x, ∆x; ω) =
2
√

S0(x− ∆x; ω)S0(x + ∆x; ω)

S0(x− ∆x; ω) + S0(x + ∆x; ω)
|µ0(x− ∆x, x + ∆x; ω)| (4.7)

of the interference fringes at the desired frequency ω, one can determine the ab-
solute value of the complex degree of spectral coherence, |µ0(x− ∆x, x + ∆x; ω)|.
Additionally, the phase of this quantity can be obtained from the positions of the
interference fringes.

If the employed detector is not an imaging spectrograph but a square-law array
detector, such as a CCD, one measures the intensity distribution of the interference
pattern, i.e., the frequency-integrated spectral density

I(x, ∆x) =
∫ ∞

0
S(x, ∆x; ω)dω. (4.8)

Inserting from Eq. (4.5), we obtain

I(x, ∆x) =
∫ ∞

0
η(ω) [S0(x− ∆x; ω) + S0(x + ∆x; ω)]dω

+ exp (−i4πx/d)
∫ ∞

0
η(ω)W0(x− ∆x, x + ∆x; ω)dω

+ exp (i4πx/d)
∫ ∞

0
η(ω)W∗0 (x− ∆x, x + ∆x; ω)dω. (4.9)
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Since ∆x depends on both ∆z and ω according to Eq. (4.2), there is no precise general
connection between the interference pattern of Eq. (4.9) and γ0(x1, x2; 0), even if
η(ω) is independent of ω. From this chain of reasoning, it is clear that narrowband
sources can be measured with a simple CCD detector, but for larger bandwidths one
requires an imaging spectrometer to resolve the interference pattern spectrally. To
ensure that the measurements are all done at the same z plane, one should move the
gratings and keep the detector stationary, which also removes most of the alignment
issues. This configuration is depicted in Fig. 4.3, which we used in paper VIII to
measure the light from an unstable and exotic source, the wood laser [153].

This light source is produced by combining transparent wood – a relatively new
material [154–156] that has found use in optical physics [157,158] – with a laser dye.
When the wood sample is pumped in the absorption region of the dye, the fibers act
as miniature resonators, and the output is essentially an incoherent superposition
of coherent fields, with a quasi-random weight function. This causes the output of
the laser to be relatively bright and spatially partially coherent. Unlike a random
laser, the wood laser features some degree of order, which is due to the structure
of the wood [159]. Because of these properties, we called this type of sources as
quasi-random lasers. This source type not restricted only to wood templates, and
it is entirely possible to produce different types of them by growing semiconductor
pillars [160–162], for example.

Figure 4.3: Measurement results from wood laser experiments. (a) Configuration
with z-scanned gratings, (b) absolute value of spatial degree of coherence for the
light emitted from the wood laser and (c) a cross-section from (b), in the ∆x direction,
at x = −200 µm.
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The grating interferometer is a spatial coherence measurement device that over-
comes some of the main issues in Young’s interferometer, that is, the efficiency and
time delay problems. But it requires specially fabricated gratings and the use of an
imaging spectrometer if one wishes to measure broadband light. One may also em-
ploy a device that has similar advantages as the grating interferometer, but which
can be constructed from components that every optical laboratory has on the shelf.
Moreover, this class of devices – to be discussed below – does not require the use of
an imaging spectrograph to correctly measure large bandwidth sources, thus reduc-
ing the complexity of the device.

4.1.3 Wavefront folding interferometer

The wavefront folding interferometer (WFI) is historically speaking one of the most
notable spatial coherence measurement devices [130–132]. It features high efficiency
and simple design, but it has not risen to the level of Young’s interferometer in
popularity, mainly due to the fact that it can only measure Schell-model sources in
its traditional form. However, it is possible to extend the operational capabilities of
the WFI so that it can measure general non-Schell model sources, as we did in paper
IX. In the following, we shall use the same notation as before for the incident light,
and consider field components along both x- and y-axes.

A standard WFI configuration splits the incident beam into two, which are folded
in x and y directions by prisms and recombined at the detection plane. The prisms
are slightly tilted to produce interference fringes and the optical paths are made
equal by z-scanning one of the arms. When the center of the input beam is aligned
to the edges of the two prisms, as in Fig. 4.4(a), the WFI measures spatial coherence
between two symmetrically located transverse points, but as a function of their sep-
aration only. This is the usual configuration for a WFI, where the device is limited to
spatial coherence measurements of Schell-model fields. A shear of (∆x, ∆y) between
the optical axes of the incident field E0(x, y; ω) and the interferometer – as shown in
Fig. 4.4(b) – leads to interference between fields at the coordinates (x, y′) and (x′, y),
where x′ = −x + 2∆x and y′ = −y + 2∆y are the folded and sheared transverse
coordinates.

Let us take the prism P1 as being tilted to an angle αx in the x direction and P2
to αy in the y direction. Further, if P2 is assumed to be shifted in the z direction by
an amount ∆z from the equal-path position, the spectral field at point (xd, yd) on
the detector can be written in the form

E(xd,yd; ω) =

1
2
{

E0(x, y′; ω) exp [iCx(ω)x] + E0(x′, y; ω) exp
[
−iCy(ω)y

]
exp [iφ(ω)]

}
,

(4.10)

where φ(ω) = 2∆zω/c, Cx(ω) = 2 sin αxω/c, and Cy(ω) = 2 sin αyω/c. Then, by
employing the definitions in Eqs. (2.10) and (2.18), as well as the Hermiticity of the
CSD, the spectral density at the detector can be written as

S(xd,yd; ω) =

1
4
[
S0(x, y′; ω) + S0(x′, y; ω)

]
+

1
2

√
S0(x, y′; ω)S0(x′, y; ω)|µ0(x, y′, x′, y; ω)|

× cos
{

arg
[
µ0(x, y′, x′, y; ω)

]
− Cx(ω)x− Cy(ω)y + φ(ω)

}
. (4.11)
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Figure 4.4: Basic configuration for a laterally scanning WFI. The input is split by
beamsplitter BS and retroreflected by prisms P1 and P2 towards the imaging system
D. In (a) the beam is centered on the prism edge, whereas in (b) it has been shifted
along the x-axis. Dashed lines show paths through P1 and solid ones through P2
(from paper IX).

It is noteworthy that at the output of the interferometer, the field is specular, i.e. it
fulfills W(x1, y1, x2, y2) = W(−x1,−y1, x2, y2), which makes the WFI an attractive
device also for generating specular and antispecular beams [163,164], as long as the
obstruction by the prism edges is dealt with. The visibility of the interference fringes
around point (xd, yd) is given by

V(xd, yd; ω) =
2
√

S0(x, y′; ω)S0(x′, y; ω)

S0(x, y′; ω) + S0(x′, y; ω)

∣∣µ0(x, y′, x′, y; ω)
∣∣ , (4.12)

and thus, it is possible to find information on the correlations from the interference
pattern.

If the detector unit D in Fig. 4.4 is not an imaging spectrograph but a combination
of an imaging system and a square-law array detector, the WFI measures the time-
integrated intensity, which is equal to

I(xd, yd) =
∫ ∞

0
S(xd, yd; ω)dω. (4.13)

On inserting from Eq. (4.11) and integrating, we get

I(xd, yd) =
1
4
[
I0(x, y′) + I0(x′, y)

]
+

1
2

√
I0(x, y′)I0(x′, y)

∣∣γ0
(
x, y′, x′, y; τ − τ0

)∣∣
× cos

{
arg

[
γ0
(

x, y′, x′, y; τ − τ0
)]
−ω0 (τ − τ0)

}
, (4.14)

where

τ = 2
(

x sin αx + y sin αy
)

/c (4.15)

is a position-dependent time delay due to the tilted wavefronts and τ0 = 2∆z/c
is the time delay caused by the optical path length difference. Expression (4.14)
represents an interference pattern where the fringe visibility is given by

V(xd, y d; ω) =
2
√

I0(x, y′)I0(x′, y)
I0(x, y′) + I0(x′, y)

∣∣γ0(x, y′, x′, y; τ − τ0)
∣∣ . (4.16)
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Because of τ in Eq. (4.14), the WFI mixes spatial and temporal coherence to some
extent. In order to measure broadband fields correctly, it is necessary to compensate
for the path length difference at each measurement point (xd, yd) by adjusting τ0
accordingly.

A novel configuration of the WFI, which we introduced in paper IX, is to employ
two beam splitters and three mirrors, depicted in Fig. 4.5(a). The device was used
to measure the spatial degree of coherence for a multimode laser diode (Thorlabs
L808P500MM), and the absolute value is shown in Fig. 4.5(b), while in Fig. 4.5(c) is
the corresponding phase. The amplitude and phase of the complex degree of coher-
ence can be extracted with simple Fourier signal processing: take the normalized
interference pattern, Fourier transform it and remove negative frequencies. Then
inverse Fourier transform to obtain the complex valued degree of coherence.

(a)

Figure 4.5: Results of experiments done with the WFI on a laser diode. (a)
The employed setup, (b) the absolute value of the complex degree of coherence,
|γ0(x, x′; 0)|, and (c) the corresponding phase.

By shearing the optical axes of the input beam and the interferometer in the x di-
rection, it is possible to measure the coherence of the field between arbitrary points
along the plane. This setup offers two major advantages: first, there is no central
obstruction like the edge of a prism, and second, the setup is nearly polarization
insensitive. With two retroreflecting glass prisms, the visibility of the interference
fringes may drop dramatically for certain input polarization states. This is because
the polarization of the input light rotates when it experiences total internal reflection
between the glass-air interface, and since the two prisms are oriented perpendicu-
larly with respect to each other, they rotate the polarization to opposite directions. If
the difference in the refractive indices at the reflection boundary is suitable (∼ 0.515),
the visibility will go to zero, no matter what the input degree of coherence is.
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4.2 SPECTRAL DOMAIN

Spectral domain coherence is an important subject in nonstationary theory. Un-
like in the stationary case, correlations between different frequencies are allowed,
which results in fields that have nonconstant temporal properties. To characterize
the spectral correlation properties, we employ the CSD and note that it is intimately
linked to the MCF via the Wiener–Khintchine theorem. Indeed, one cannot consider
spectral correlations independently from temporal properties, since they define and
shape each other. However, in this section we again assume cross-spectral purity,
and ignore spatial properties.

As much as we would like to measure the CSD directly to find out the complete
spectral correlation properties of a source, it is not a simple problem. Whereas spec-
tral density is straightforward to measure, there exists no direct method to quantify
the spectral phase. It may seem easy enough from the definition in Eq. (2.10), but
it needs to be noted that whenever two waves with different frequencies are su-
perposed, the resulting sum wave will feature beating, i.e., modulation that has
the same frequency as the difference between the two interfering frequencies. To
measure a pulsed source, one would require a detector that is capable of resolv-
ing signals on the order of 1014 − 1015 Hz, whereas fastest modern semiconductor
detectors are capable of going only up to 1012 Hz. Since direct measurement is
not possible, it is necessary to device methods, which indirectly probe the spectral
coherence properties of a wide range of different sources, as outlined in paper X.

4.2.1 Field autocorrelation

We will start from the MCF and CSD in average and difference coordinates that
were defined in Eqs. (2.21) and (2.22) and ignore the spatial dependence altogether.
Then the correlation functions will be of the form

Γ(t̄, ∆t) = 〈E∗(t̄− ∆t/2)E(t̄ + ∆t/2)〉, (4.17)

W(ω̄, ∆ω) = 〈E∗(ω̄− ∆ω/2)E(ω̄ + ∆ω/2)〉. (4.18)

Casting the correlation functions in this form is highly advantageous when we are
concerned with experimental settings, since realistic detectors will always integrate
over average time. The simplest experimental device for probing coherence is the
variable delay Michelson interferometer, depicted in Fig. 4.6, and it has been widely
employed to measure the coherence length in the context of stationary light.

The device measures the field autocorrelation, A(∆t), of the time domain electric
field, E(t), as in

A(∆t) =
∫ ∞

−∞
E∗(t̄− ∆t/2)E(t̄ + ∆t/2)dt̄. (4.19)

The temporal domain pulses have the corresponding spectral representations, E(ω),
so that replacing the time domain pulses with their Fourier transforms and applying
some simple mathematical operations, one obtains the expression

A(∆t) =
∫ ∞

0
|E(ω)|2 exp(−iωt)dω, (4.20)
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Figure 4.6: Traditional variable delay Michelson interferometer.

that is, the autocorrelation of a single pulse is the Fourier transform of its spectral
power content.This result is the well-known autocorrelation theorem, and it has pro-
found consequences in Michelson interferometry. One might think intuitively that
the field autocorrelation is somehow related to the temporal pulse shape or length,
but this is generally not the case. The autocorrelation theorem of Eq. (4.20) holds
for any spectral phase, and it is therefore insensitive to changes in the pulse shape
caused by spectral phase variations. In fact, temporally integrating field interfero-
metric techniques do not yield any direct time domain information, but rather, one
may gain information only on the spectrum of the pulse. This is in contrast to the
widely employed intensity autocorrelation, which generally contains information on
the pulse length [8].

There is one situation where the field autocorrelation does yield an estimate of
the pulse length: when a pulse is generated by amplitude modulating a stationary
signal. This is because modulation in the temporal domain results in the modulation
of the spectrum, such that

A(∆t) =
∫ ∞

0
|E0(ω) ∗ H(ω)|2 exp(−iωt)dω, (4.21)

where E0(ω) is the initial spectral field, H(ω) is the Fourier transform of the tempo-
ral window function h(t), and the asterisk denotes convolution. If the spectral field
is much narrower than the spectral window function and H(ω) is strictly real, then
the temporal pulse is approximately h(t). But the autocorrelation theorem states
that if the modulated pulse attains spectral phase, the field autocorrelation cannot
detect any change in the pulse length. Thus, there is no way of ensuring whether
the pulse length really is equal to the width of h(t), or if it has some other value.

If a detector that is faster than the repetition rate of the laser is employed, then it
is possible to measure the autocorrelation for each pulse separately, like in Eq. (4.19).
A slower detector would see an ensemble average over the single-shot autocorrela-
tion traces, which is equal to

〈A(∆t)〉 =
∫ ∞

0
〈|E(ω)|2〉 exp(−iωt)dω =

∫ ∞

0
S(ω) exp(−iωt)dω, (4.22)

meaning that such measurement contains information only on the mean power spec-
trum of the source. Comparing Eqs. (4.17), (4.19), and (4.22), it is evident that the
field autocorrelation is equal to the time integrated MCF. Thus,

〈A(∆t)〉 =
∫ ∞

−∞
Γ(t̄, ∆t)dt̄ = Γ(int)(∆t), (4.23)
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indicating that with an autocorrelation we can measure the coherence correctly only
for sources that are of the Schell-model type [165]. However, there is no way to
know what type of source is being measured with these techniques.

4.2.2 Field cross-correlation

There is another linear correlation measurement that is experimentally feasible, and
which contains information on coherence, as established in paper X. We take two
different time domain pulses, Ei(t) and Ej(t), where i 6= j. These can be consequent
pulses from the same source, or probe and signal from different sources. Interfering
them results in the field cross-correlation,

X(∆t) =
∫ ∞

−∞
E∗i (t̄− ∆t/2)Ej(t̄ + ∆t/2)dt. (4.24)

Doing the same operations as in the case of autocorrelation, we find that the field
cross-correlation is the Fourier transform of the product of the spectral fields,

X(∆t) =
∫ ∞

0
E∗i (ω)Ej(ω) exp(−iωt)dω. (4.25)

Clearly, if there is a known and highly coherent probe pulse and an unknown sig-
nal, then we can very simply find the unknown pulse with inversion of Eq. (4.25).
This technique is essentially spectral interferometry without a spectrometer and one
can use it to completely characterize arbitrary pulses. However, the technique is
limited since it requires one to find a stable and well-known probe pulse in the right
wavelength region and somehow synchronize its repetition rate with the unknown
pulse laser. Because of this, it is desirable to look at what information can be ex-
tracted if Ei and Ej are subsequent pulses derived from the same source. Single-shot
measurements do not contain a lot of information in this case, since both signals
are unknown, but if we take the ensemble average of the cross-correlation, we can
quantify some of the correlation properties.

The imaginary part of the term 〈E∗i (ω)Ej(ω)〉 will always tend towards zero for
sufficiently many pulses, since completely coherent pulses cancel each other, and
incoherent signals will average out over a large ensemble. If a source produces N
different pulse realizations, then there will be an overall of N2 − N possible pairs
from that group. If we perform the measurement over all possible pairs, then we
can write the ensemble averaged cross-correlation with only the real contribution,
as in

〈X(∆t)〉 = 1
N2 − N

∫ ∞

0

N

∑
i 6=j

[
E∗i (ω)Ej(ω) + Ei(ω)E∗j (ω)

]
exp(−iωt)dω, (4.26)

where we have written the ensemble average explicitly. It is straightforward to see
that this is equivalent to

〈X(∆t)〉 = 1
N2 − N

∫ ∞

0

∣∣∣∣∣ N

∑
i 6=j

Ei(ω) + Ej(ω)

∣∣∣∣∣
2

−
N

∑
i 6=j
|Ei(ω)|2 −

N

∑
i 6=j
|Ej(ω)|2

]
exp(−iωt)dω, (4.27)
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when the squares are completed. Now the summations go through all possible
pulses and we can rewrite the cross-correlation with n as

〈X(∆t)〉 = 1
N2 − N

∫ ∞

0

∣∣∣∣∣ N

∑
n=1

En(ω)

∣∣∣∣∣
2

−
N

∑
n=1
|En(ω)|2

 exp(−iωt)dω, (4.28)

which we can further write using the bracket notation so that

〈X(∆t)〉 = 1
N2 − N

∫ ∞

0

[
N2|〈E(ω)〉|2 − N〈|E(ω)|2〉

]
exp(−iωt)dω. (4.29)

By doing this measurement over a large ensemble of pulses, only the squared terms
will be significant and we can approximate

〈X(∆t)〉 ≈
∫ ∞

0
Sqc(ω) exp(−iωt)dω, (4.30)

where Sqc(ω) = |〈E(ω)〉|2 is the quasi-coherent part of the spectrum. This is ef-
fectively the same result as the Dudley-Coen degree of coherence measured with a
modified Michelson interferometer [166, 167]. But here the spectral resolution is in-
troduced through a temporal cross-correlation, rather than an imaging spectrometer,
greatly simplifying the setup. Some possible configurations are shown in Fig. 4.7,
first for subsequent pulses from the same train and then for pulses generated from
different sources.

Figure 4.7: Cross-correlation setups for (a) measuring consecutive pulses from the
same source, and (b) for signal–probe measurements.

4.2.3 Spectral phase interferometry for direct electric field reconstruction

In a way similar to spatial coherence measurements, it is possible to introduce a
shear between the interfering fields in the spectral domain. This allows the mea-
surement of the whole correlation function, but accomplishing a large enough shear
is not a simple task. For small bandwidth pulses, it is possible – at least in principle
– to attain a large enough spectral shear with acousto-optic devices. When mea-
suring ultrashort pulses, the power spectrum is so wide that nonlinear methods are
required. Probably the most notable spectrally shearing measurement scheme is the
spectral phase interferometry for direct electric field reconstruction (SPIDER) [8,17].
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The concept behind SPIDER is shown in Fig. 4.8: two pulses separated by a time
delay τ are sum-frequency mixed with an orthogonally polarized and massively
chirped pulse, and the spectral interference pattern is recorded with a spectrometer.
The chirped pulse is used to accomplish the spectral shear, since the frequencies in
the pulse separate temporally when the chirp is large enough and the temporal sep-
aration τ determines the fringe spacing in the resulting spectral interference pattern.

Figure 4.8: Basic configuration for a SPIDER apparatus. A pulse pair is inserted
into a second order nonlinear crystal together with a orthogonally polarized and
massively chirped pulse, where all three pulses are derived from the same initial
pulse. The nonlinear crystal is cut for sum-frequency generation, and the upcon-
verted pulse pair is measured with a spectrometer.

Obviously, this is just one variation of SPIDER, though it may be the most com-
mon one. Any device that mixes a pulse with a spectral slice of itself in a sum-
frequency generating crystal and then measures the spectral interference between
two upconverted pulses can be considered to be in the same family of experimental
methods. SPIDER is often considered to be a temporal domain measurement, since
the end goal is to find the shape of the temporal pulse. But it is in fact more appro-
priate to consider it as a frequency domain method, since it measures the spectral
interference pattern at the detector, which is given by

S(ω̄, ∆ω) = 〈|Eu(ω̄− ∆ω/2) + Eu(ω̄ + ∆ω/2) exp (−iω̄τ)|2〉 (4.31)

where the subscript u denotes the upconverted pulse obtained via sum frequency
generation. Following the conventions in the earlier sections, we can write the spec-
tral fringe pattern in the form

S(ω̄, ∆ω) = Su(ω̄− ∆ω/2) + Su(ω̄ + ∆ω/2)

+ 2
√

Su(ω̄− ∆ω/2)Su(ω̄ + ∆ω/2)R {µu(ω̄, ∆ω) exp (−iω̄τ)} , (4.32)

from where we see that the SPIDER apparatus measures a slice from the spectral
correlation function µu along the ω direction at a fixed spectral shear ∆ω. One
slice is enough to find the spectral phase [168–170], as long as the spectral shear is
sufficiently larger than zero. If ∆ω = 0, then the phase terms exactly cancel out
and the measurement yields only the spectral density. Even at moderate spectral
shear, the high frequency phase components wash out for partially coherent pulses,
and the method yields an erroneous result for the pulse length [171]. However,
when a pulse train does feature partial coherence, SPIDER can measure the complete
correlation function for the upconverted pulse by shearing the frequency over the
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whole power spectrum. This is an advantage in the measurement setup that has not
been utilized before, either experimentally, or theoretically.

It is possible to recover the spectral degree of coherence for the original pulse
train by considering the properties of the upconverted pulse. Sum-frequency gener-
ation is governed by the nonlinear polarization

PNL(r; t) = 2ε0χ(2)E1(r; t) exp(−iω1t)E2(r; t) exp(−iω2t), (4.33)

where the frequencies ω1 and ω2 are now the carrier frequencies of the fields E1(t)
and E2(t), respectively. Additionally, ε0 is the permittivity of free space and χ(2) is
the second order nonlinear susceptibility. The polarization acts as a source term in
the nonlinear wave equation

∇2Eu(r; t)− n2(ω)

c2
∂2

∂t2 Eu(r; t) =
1

ε0c2
∂2

∂t2 PNL(r; t) (4.34)

where n(ω) is the frequency dependent refractive index and we assume that light
propagates to the positive half-space z > 0. By inserting Eq. (4.33) into the wave
equation it is possible to find the upconverted field. We can use a few good approx-
imations to vastly simplify this problem: first of all, for the nonlinear material, we
assume that its nonlinearity is weak and that the crystal is thin with low dispersion.
Second, we assume that the slowly varying envelope approximation holds, i.e., the
pulse to be characterized is longer than a few optical cycles. These approximations
break down when the pulse is very short and intense, but they are well justified in
the majority of experimental situations. Under these conditions, the nonlinear wave
equation can be cast into the form [16]

∂

∂z
Eu(r; t) = −i

(ω1 + ω2)
2

2ε0c2k
PNL(r; t), (4.35)

which has a correspondinly simple solution

Eu(r; t) = −i
z(ω1 + ω2)

2

2ε0c2k
PNL(r; t), (4.36)

where we have not considered the phase-matching condition, since it affects only
the amplitude of the signal. Thus, if we ignore the spatial dependence and some
constants in front of the equation, the upconverted field is given by

Eu(t) = E1(t)E2(t) exp (−iωut) , (4.37)

where ωu = ω1 + ω2 is the carrier frequency of the upconverted pulse. By Fourier
transforming to the spectral domain, we find that

Eu(ω + ωu) = E1(ω + ωu) ∗ E2(ω + ωu), (4.38)

where the asterisk denotes a convolution between the input spectral fields.
In SPIDER, the pulse to be measured, E0(t), is mixed with a massively chirped

copy of itself. The chirp must be large enough to separate the frequencies so that
when sampling the pulse with a temporal window of the same width as the original
pulse, the chirped pulse will have an approximately constant intensity and phase.
In other words, the parts of the chirped pulse that are sum-frequency mixed with

54



the original pulses have an essentially constant complex amplitude of either E0(ω0 +
∆ω/2) or E0(ω0−∆ω/2), where ω0 is the center frequency of the spectrum and ∆ω
is the spectral shear. Then the frequency domain representation of the upconverted
pulses simply becomes

Eu(ω̄ + ∆ω/2) = E0(ω0 + ∆ω/2)E0(ω̄ + ∆ω/2), (4.39)

and

Eu(ω̄− ∆ω/2) = E0(ω0 − ∆ω/2)E0(ω̄− ∆ω/2), (4.40)

where we have ignored the carrier frequency for brevity. Then the CSD for the
upconverted pulses is given by

Wu(ω̄, ∆ω) = 〈C(∆ω)E∗0 (ω̄ + ∆ω/2)E0(ω̄− ∆ω/2)〉, (4.41)

where C(∆ω) = E∗0 (ω0 + ∆ω/2)E0(ω0 − ∆ω/2) is just a complex number in an
experimental interference pattern, since each measurement is done at a fixed ∆ω.
If the pulse train is not completely coherent, C(∆ω) is a random variable, which
uniformly shifts the spectral interference pattern from shot to shot, leading to a
reduced visibility of fringes. Thus, it cannot be straightforwardly removed from
the ensemble averaged CSD. However, by employing Fourier signal processing, it
is possible to remove its contribution before averaging, and the original correlation
function W0(ω̄, ∆ω) can be computed numerically from single-shot measurements.
Therefore, SPIDER can be used to measure the spectral correlations of pulsed light
correctly, whenever single-shot measurements are possible. Even if the repetition
rate of the laser is too high for such experiments, Eq. (4.41) still yields a useful mea-
sure on the stability of the pulse train. Additionally, if we consider the correlation
function along the ∆ω direction at ω̄ = 0, we find that

Wu(0, ∆ω) = 〈[E∗0 (ω0 + ∆ω/2)E0(ω0 − ∆ω/2)]2〉, (4.42)

which is a slice of a root-mean-square type spectral correlation function and it can
be used to retrieve an estimate for the temporal pulse shape.

These considerations apply for self-referencing SPIDER devices; if instead of
using the pulse itself to shear the spectra, we employ some tunable reference source,
then we can write the upconverted CSD as

Wu(ω̄, ∆ω) = WR(ω0, ∆ω)W0(ω̄, ∆ω), (4.43)

where WR(ω0, ∆ω) is the CSD of the reference field. The spectral correlation func-
tions can be factored in this way, since two independent sources are mutually un-
correlated, and we can normalize to obtain

µu(ω̄, ∆ω) = µR(ω0, ∆ω)µ0(ω̄, ∆ω). (4.44)

If the reference field is completely coherent, then the expression simply reduces to

µu(ω̄, ∆ω) = µ0(ω̄, ∆ω), (4.45)

since µR(ω0, ∆ω) = 1 at all possible coordinates. But even if the reference field is
not completely coherent, it’s possible to remove it, if it is known.

Since SPIDER can measure the spectral correlation function of the original pulse
train correctly, it is highly desirable for the characterization of partially coherent
pulsed fields. Although it has some constraints due to requiring a second order
nonlinearity, it will probably evolve to a reliable method for measuring complex
pulses, such as supercontinua [166, 167, 172–175].
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4.3 TEMPORAL DOMAIN

Since linear interference measurements carried out in the time domain yield infor-
mation on the spectral properties of the field, then doing similar type of measure-
ments in the spectral domain should give us information on the time domain pulse.
Indeed, it is simple to show that a spectral autocorrelation yields the time domain
intensity, that is

〈A(∆ω)〉 = F {I(t)} , (4.46)

Unfortunately – as was mentioned earlier – this quantity cannot be directly mea-
sured. Only when one has a suitable probe signal, it is possible to carry out spectral
interferometry and gain information on the time domain pulse. But if the start-
ing point is that we know nothing about the properties of the pulses we produce,
then spectral interferometry will not work and we have to transition to higher order
correlation measurements.

4.3.1 Intensity correlations

It was recognized early on in the development of pulsed lasers that linear interfer-
ometric measurements are not sufficient to find out the temporal characteristics of
nonstationary sources. One of the first experimental schemes that could yield some
information on the pulse length was the intensity autocorrelation [8,16]. Mathemat-
ically, we can represent this operation as

AI(∆t) =
∫ ∞

−∞
I(t− ∆t/2)I(t + ∆t/2)dt. (4.47)

However, unlike the field autocorrelation, Eq. (4.47) does not form a Fourier trans-
form pair with any measurable quantity like the spectrum. Experimentally, the
intensity autocorrelation is performed by rotating the polarization states in the two
arms of a Michelson interferometer – to avoid interference fringes – and the pulses
are then fed into a second harmonic generating crystal. The motivation for this setup
is that since the nonlinear process is intensity dependent, the output from such an
interferometer is the brightest when the two copies are perfectly overlapping, and
decays with increasing time delay.

The intensity autocorrelation gates the pulse with itself, which makes it possible
to find out the root-mean-square (rms) duration of the pulse, without any knowl-
edge of the pulse shape. This is due to the properties of Fourier transform, which
is clear when we consider the autocorrelation as a convolution of a function with
itself. If we have a convolution of two functions of the form h(t) = f (t) ∗ g(t), then
the rms widths of these functions are related by a pythagorean sum [16]

T2
h = T2

f + T2
g . (4.48)

Because we are now dealing with a convolution of a function with itself, f (t) = g(t),
then Tf = Tg and the rms width of the pulse is simply

Tf = Th/
√

2. (4.49)

Therefore, it is possible to unambiguously determine the time window of the pulse
length with a simple autocorrelation measurement. However, we are usually in-
terested in the full width at half maximum (FWHM) of the pulse intensity instead
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of the rms value. Unlike the rms width, one cannot reliably find out the FWHM
for the pulse from an intensity autocorrelation trace, because some pulse shape has
to be assumed. Worse yet, the pulse shape cannot be uniquely identified from the
autocorrelation trace, since there are infinitely many pulses that produce the same
autocorrelation.

An obvious improvement to this is to employ a cross-correlation, similarly to the
previous section. If one has a coherent and known probe pulse, then we can write

XI(∆t) =
∫ ∞

−∞
Ii(t− ∆t/2)Ij(t + ∆t/2)dt, (4.50)

and finding out the pulse shape becomes a deconvolution problem. Interestingly,
if the probe is much shorter than the signal, then we don’t even need to know
the probe pulse, just that it is much shorter than the signal. In this case we may
approximate

XI(∆t) ≈
∫ ∞

−∞
δ(t− ∆t/2)Ij(t + ∆t/2)dt = Ij(∆t), (4.51)

where δ(t) is the Dirac delta, and the measurement yields the signal pulse exactly.
Thus, it is experimentally rather simple to find out the shape of an unknown pulse,
if you have a much shorter pulse with which to probe it. It is also possible to
be sure that your probe is shorter than the signal, by first measuring the intensity
autocorrelations for both of them, which yields the rms pulse lengths. Although,
if one wishes to measure the shape of the shortest pulse that can be produced,
then this method will clearly fail. Attempts to overcome this limitation include the
third-order autocorrelation, triple correlation, and interferometric autocorrelation, to
name a few. Unfortunately, only the triple correlation has been shown to uniquely
yield the pulse shape, and the method still suffers from experimental complexity
and is very rarely used [16]. Better methods have since surfaced, some of which we
will be focusing on next.

4.3.2 Frequency resolved optical gating

Frequency resolved optical gating (FROG) refers to a large family of experimental
techniques that can be used to uniquely characterize a pulse [16]. They have evolved
from conventional intensity correlation methods, by adding frequency resolution to
the setup. One of the biggest advantages is that you can realize a self-referencing
FROG, thus eliminating the need for a shorter probe pulse and allowing one to mea-
sure the shortest pulses that can be made. Conceptually the simplest type of this
device is the second-harmonic generating (SHG) FROG. It is based on the intensity
autocorrelation, where the output from the nonlinear crystal is analyzed with an
imaging spectrograph. This allows one to increase the available information on the
pulse enough to iteratively retrieve the pulse amplitude and phase. The interfero-
gram one measures from a SHG FROG obeys the equation

ISHG(∆t, ω) =

∣∣∣∣∫ ∞

−∞
E(t)E(t− ∆t) exp(−iωt)dt

∣∣∣∣2 . (4.52)

There are several different versions of this device, each of which relies on different
combinations of referencing and nonlinear gating mechanisms. The FROG trace is
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unique for a given pulse, which means that it is possible to retrieve the temporal
pulse shape unambigiously, when there is no measurement error. It is notable that
the interferogram is superficially similar to the Wigner distribution,

W(t, ω) =
∫ ∞

−∞
E∗(t)E(t− ∆t) exp(−iω∆t)d∆t. (4.53)

One of the well-known properties of the Wigner distribution is that its marginals
yield expectation values; that is, integration over time gives the mean power spec-
trum and integration over frequency the average temporal pulse. Because of this
similarity, one may be tempted to look at the marginals of the FROG interferogram
to find these properties. Unfortunately, only the power spectrum can be retrieved
from the marginals [176], and we are forced to use iterative methods if we wish to
also find the temporal pulse shape.

A FROG retrieval algorithm generally works as outlined in the flow chart of
Fig. 4.9(a): you start from a guess for the pulse length and spectrum, and mathe-
matically construct an interferogram. Then, discard the amplitude of the resulting
FROG trace and replace it with the experimentally measured one, while retaining
the phase. Finally, invert the interferogram to find how the pulse and spectrum have
changed and update your guess. In essence, what this algorithm retrieves is not the
pulse, but the phase of the interferogram, which can be used to find the pulse. The
convergence of this algorithm is a key issue, and for pulses with sufficiently low
complexity (small time-bandwidth product), it is fairly reliable. Figure 4.9(b) de-
picts the convergence properties of the algorithm with a Venn diagram, showing
that there are essentially two constraints that need to be fulfilled. The guess for
the pulse properties is projected onto each of them so that the updated guess ap-
proaches the real pulse. The intersection between the two constraints contains the
desired result, but it may also contain pulse shapes that do not correspond to the
pulse we want to measure. The area under the intersection depends on the experi-
mental details, such as the complexity of the pulse, resolution in time and frequency,
as well as alignment errors. When there is no experimental error and the pulse has a
low time-bandwidth product, the intersection shrinks so that it contains essentially
only the desired result.

Figure 4.9: FROG retrieval procedure. (a) Flow chart of the basic process, and (b)
diagram of the convergence properties.
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One should use a FROG to measure pulses in a single-shot manner, and then
construct the correlation functions from a large set of measured data. For high
repetition rate lasers this is not always possible, and the ensemble averaged inter-
ferogram is then measured. If the train of pulses is completely coherent, the trace
remains unchanged, since it is the same for all pulses. On the other hand, if the
pulse train is partially coherent, the FROG trace becomes damped and it no longer
corresponds to a unique pulse. Even in this case it is possible to develop a retrieval
algorithm, which estimates the average pulse and the coherence properties of the
pulse train [177].

Pulses generated by realistic sources often do not behave as nicely as we would
like, and experimental inaccuracies are always present, causing the basic algorithm
to fail. By including an additional constraint to the data, it is possible to improve
the speed and reliability of the algorithm by several orders of magnitude. The
simplest possible constraint one can measure in addition to the interferogram, is
the power spectrum. It is straightforward to implement the measured spectrum
into the improved algorithm, since it can be used to update the guess for the pulse.
This leads to situation where all of the guesses are within the additional constraint
data, otherwise the algorithm works exactly as before. A depiction of the improved
algorithm and its convergence properties are given in Fig. 4.10 below, where the
additional data constraints are marked with green.

Figure 4.10: Same as Fig. 4.9, but for the improved algorithm. Here the green parts
indicate additional constraints.

Ideally, the spectral density should be measured with the best attainable reso-
lution, since some variations of FROG may struggle with spectral resolving power
and thus the interferogram does not contain the best estimate for the spectral power
distribution. Employing the improved algorithm allows for the retrieval of very
complex pulses, and a simulated example of this can be found in Fig. 4.11. In this
example, we have used the measured spectrum of a real titanium-doped sapphire
laser, which was modulated with a complex spectral phase. Afterwards, the result-
ing interferogram was computed and 3 % of normally distributed additive noise
was included to the interferogram. The noisy trace was used as the measured data
and the improved algorithm was utilized to retrieve the temporal and spectral pulse
properties.
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Figure 4.11: Simulated retrieval of a complex pulse. On the left are the retrieved
temporal and spectral properties of the pulse and on the right the retrieved trace
and the (simulated) measured FROG interferogram. The number of iterations is 37
and the rms error between the FROG traces is 0.0049, indicating a good convergence.

The retrieval was set to end automatically after the root-mean-square difference
between the measured and retrieved traces was less than 0.5 %, which we quantified
with

G(k) =

√√√√ 1
N2

N

∑
i,j=1

∣∣ISHG(∆ti, ωj)− ISHG,k(∆ti, ωj)
∣∣2. (4.54)

Here the summation stretches over the whole extent of the discretized time and
frequency coordinates (∆ti, ωj), and the measured trace ISHG is normalized to the
same intensity as the k-th iteration of the retrieved trace ISHG,k. The grid size for
the interferogram was 512× 512 pixels and the iteration started from a flat spectral
phase. The improved algorithm converged to the correct result in 37 iteration cycles,
whereas the original algorithm would not converge within any reasonable computa-
tion time. It is also notable that the employed power spectrum is relatively narrow,
though it can support down to 120 fs FWHM pulses. The FROG trace is therefore
narrow along the frequency axis with respect to its width along the time delay axis,
which makes the pulse retrieval more challenging. Additionally, this example in-
cludes only phase changes, and even more complex pulses can be generated with
spectral amplitude modulation.
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5 Generation of model fields

As we have demonstrated, there exists a multitude of different types of partially co-
herent fields. They can be theoretically and numerically described, and it is possible
to measure their properties. In fact, all of the properties of light are intimately tied
to its coherence properties, and as such, coherence affects every aspect of light. Its
propagation, measurement, imaging, and even the way it interacts with matter are
all dictated by correlations. Due to this, partially coherent light has properties that
cannot be reproduced with completely coherent light, and to access the benefits of
partially correlated fields, we have to find ways to produce them.

It is sometimes said that coherence is a manifestation of determinism, that is, a
completely coherent field is completely deterministic, whereas an incoherent field
is not. However, it is simple to show that the inverse is not necessarily true, which
can be seen already from the genuine representation discussed in section 2.2.2, or
from the coherent mode representation. Choosing a deterministic kernel and weight
function will lead to a deterministic field no matter what its coherence properties
may be. Partial coherence is merely an indication that we do not know everything
about the field, and whether we can know everything depends on determinism. If
a partially coherent field would have to be partially deterministic, then we would
have no way of generating those fields at will, since everything an experimenter
does is always completely deterministic.

5.1 PARTIAL TEMPORAL COHERENCE

There exists several theoretical studies investigating the peculiar properties of tem-
poral correlation-induced effects [100–102,178–180]. However, there are very few ex-
perimental works on the subject, due to the absence of suitable modulation schemes
and the relatively new theoretical framework. While in the stationary case, the only
way to control temporal coherence is to change the spectral power density, for non-
stationary fields we can also engineer the spectral phase. This gives us an extra
degree of freedom to produce partially coherent pulse trains, which we considered
in paper XI. Some earlier schemes that allow control over temporal coherence do
exist [181,182], but they are light inefficient and can be applied only in special cases.

It is also of interest to consider the repetition rate of the incident pulse train in
comparison to the speed of possible modulation. It might seem that to produce
truly partially coherent trains, one would need to modulate single pulses, which
is not realistic when the repetition rate of the laser is high. However, it needs to
be pointed out that the correlation functions of Eqs. (2.9) and (2.10) are defined
an ensemble averages over the whole train of pulses. For truly partially correlated
fields, the pulses contain no information on other realizations, and therefore their
order does not matter. Thus, there are no limits on the modulation speed if the
ensemble average is extended over all pulses in the train.

Generation of partially coherent pulse trains from a completely coherent one is
a topic of considerable interest. Similarly, it would be highly desirable if the inverse
was also possible, so that there would be some plausible way to increase the degree
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of temporal coherence. In fact, there are ways to address this issue, as we outlined
in paper XII, via temporal coherence filtering. We will show that these methods can
be further expanded upon and their properties can be applied to stabilize pulses
with very large bandwidths.

5.1.1 Time dependent spectral phase modulation

Spectral phase modulation can be realized with a multitude of different ways, such
as spatial light modulators (SLM), acousto-optic deflectors (AOD), or deformable
mirrors, to name a few. Each method has its pros and cons, but they all can be used
to achieve the same thing: control over the pulse coherence properties. The principle
of a coherence control setup is illustrated in Fig. 5.1. The devices we consider are
essentially pulse shapers; if a pulse shaper is driven with a time varying signal, then
the output produces time varying temporal profiles, and thus, temporal coherence
is reduced. But the interesting feature in such devices is that the experimenter
has complete control over the coherence properties and can produce almost any
genuine correlation. In Fig. 5.1, the input field is dispersed by grating G1 into its
Fourier spectrum at the plane of the modulator, which imposes a spectral phase on
the pulse train according to some time-dependent signal. The spectral components
are subsequently recombined into a collimated output beam by lens L2 and grating
G2.

F F F F

G2
G1

L1
SLM L2

M1 M2input output

Figure 5.1: Passage of a pulsed beam through a pulse shaper. Here G1 and G2 are
identical gratings, and L1 and L2 are achromatic lenses (from paper XI).

Phase modulation may be described with a complex spectral transmission func-
tion t(ω) = exp [iφ(ω)], where the phase configuration φ(ω) is suitably varied as a
function of time. When a completely coherent incident pulse train is modulated, the
output pulses have spectral representations Ej(ω) = tj(ω)E0(ω), where tj(ω) can
vary. The CSD function can then be written as

W(ω1, ω2) = 〈E∗(ω1)E(ω2)〉
= E∗0 (ω1)E0(ω2)〈exp{i[φ(ω2)− φ(ω1)]}〉, (5.1)

where the final form naturally follows from the assumption that the input pulse
train is fully coherent. If one can control the spectral phase φ(ω), then it is simple to
modulate coherence and attain a wide variety of different kinds of pulse trains. In
particular, we can choose a linear phase profile φ(ω) = ωτ, where τ is a controlled
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pseudorandom variable. The values of τ are weighted by a real, positive function
P(τ) such that

〈exp(i∆ωτ)〉τ =
∫ ∞

−∞
P(τ) exp(i∆ωτ)dτ, (5.2)

where the subscript τ indicates averaging over all values of τ and
∫ ∞
−∞ P(τ)dτ = 1.

In practice, the weight function P(τ) is a probability distribution and it is experi-
mentally implemented by allocating each value of τ a time fraction proportional to
P(τ). Inserting from (5.2) into (5.1) we obtain

W(ω1, ω2) = E∗0 (ω1)E0(ω2)
∫ ∞

−∞
P(τ) exp (i∆ωτ)dτ, (5.3)

which is a Schell-model type correlation function. Since the spectral correlation
function is essentially a product of the coherent input and modulation, then the
MCF has to be of the form

Γ(t1, t2) =
∫ ∞

−∞
P(τ)E∗0 (t1 − τ)E0(t2 − τ)dτ, (5.4)

in accordance with the convolution theorem. The mean temporal intensity distribu-
tion of the pulse train is simply given by

I(t) =
∫ ∞

−∞
P(τ)I0(t− τ)dτ, (5.5)

where I0(t) is the temporal intensity profile of the incident pulses. Now it is rather
simple to control the coherence properties of the pulse train, just by changing the
relative width of P(τ): if it is narrow compared to I0(t), the pulse train is quasi-
coherent, and in the opposite limit the pulse train is quasi-stationary. The above
formulation has a simple physical interpretation, since linear spectral phase corre-
sponds to a shift in the temporal domain. Changing the spectral phase converts
a strictly periodic input pulse train into a temporally jittered one, where the pulse
arrival time varies according to the chosen weight function P(τ).

In addition to linear phase profiles it is possible to have higher order phase terms
as well, which lead to further extensions of the range of desired pulse trains that can
be realized. With higher order modulation, the CSD will no longer be of the Schell-
model type and the MCF does not obey the elementary-pulse representation of
Eq. (5.4). Nevertheless, the correlation functions in the frequency and time domains
are still of mathematically genuine form. For instance, we can consider a quadratic
phase profile

φ(ω) = ω2τ/Ωc, (5.6)

with Gaussian incident pulses as well as a Gaussian weight function. This leads to
a nonuniformly correlated pulse train [100] with a CSD of the form

W(ω1, ω2) = W0 exp

(
−ω2

1 + ω2
2

Ω2

)
exp

[
−
(
ω2

1 −ω2
2
)2

2Ω4
c

]
. (5.7)

Any other type of spectral phase modulation would also lead to modifications of
the output pulses. However, linear modulation is already sufficient to realize several
known model pulse trains. As a concrete example, if both the incident pulses and
the weight function are Gaussian, we obtain a GSM pulse train [65]. Other choices of
P(τ) lead to different model pulse trains, such as cosine-Gaussian, multi-Gaussian,
and sinc Schell-model pulse trains [101, 102, 180].
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5.1.2 Temporal coherence filtering

In the method described above, we started from completely coherent realizations
and reduced their coherence. But it is possible, in principle, to increase the coherence
of sources via filtering. This is commonly done in the spatial domain by employing a
pinhole as a spatial coherence filter, but temporal and spectral domain analogs exist
as well [181]. One way to achieve this is by employing Fabry–Pérot interferometers,
with two distinct configurations: a very short, or a very long cavity.

Let us start from the short cavity, which we discussed in paper XII. When a single
pulse is injected into a Fabry–Pérot interferometer, multiple reflections in the cavity
modify the output to an exponentially decaying train of pulses, which is depicted
in Fig. 5.2. If the cavity is shorter than the pulse length, then the output pulses will
overlap, and different parts of the pulse will interfere with each other. This in turn
can cause a significant increase in the coherence of the pulse train.

Figure 5.2: Outputs from Fabry–Pérot inteferometers of varying lengths, where the
length of the cavity shrinks from up to down.

In the spectral domain, the interference between the overlapping pulses causes
amplitude filtering and only a narrow part of the power spectrum is allowed to go
through the device. This can be mathematically represented as

W(ω1, ω2) = H∗(ω1)H(ω2)W0(ω1, ω2), (5.8)

where W0(ω1, ω2) is the CSD of the input pulse train, and H(ω) is the spectral
transmission function

H(ω) =
T

1− R exp [iρ(ω)]
(5.9)

T and R = 1− T being the transmittance and reflectance, respectively, and ρ(ω) =
2n(ω)lω/c with l as the length of the cavity. Additionally, we are considering input
light at normal incidence. The spectral density is then given by

S(ω) = |H(ω)|2S0(ω) (5.10)
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and the spectral degree of coherence takes on the form

µ(ω1, ω2) =
H∗(ω1)H(ω2)

|H(ω1)||H(ω2)|
µ0(ω1, ω2), (5.11)

indicating that a Fabry–Pérot interferometer modulates only the phase of the com-
plex degree of spectral coherence. Using the Wiener–Khintchine theorem of Eq. (2.13),
we find that the MCF is given by

Γ(t1, t2) =
∫ t1

−∞

∫ t2

−∞
H∗(t1 − t′1)H(t2 − t′2)Γ0(t′1, t′2)dt′1dt′2, (5.12)

and the upper limit in the integrals is due to causality. Although this integral does
not have any general solution, it is possible to compute it for certain analytical
examples, such as GSM pulses. But ultimately, the effect on coherence has to be
verified with numerical models.

To this end, we employ a numerically generated supercontinuum ensemble,
which closely corresponds to a real supercontinuum source [174, 183], and its prop-
erties are shown in Fig. 5.3.

Figure 5.3: The properties of the input supercontinuum pulse train where the
upper row features the correlation functions and lower row the mean temporal in-
tensity and spectral density. The overall degree of coherence is 0.14.

The supercontinuum pulse ensemble corresponds to a situation where a pump
pulse of 1 ps length and 1060 nm center frequency is injected to an anomalously
dispersive photonic crystal fiber [183]. This choice results in a supercontinuum
with a very low coherence, which nevertheless features a highly coherent portion in
the spectral domain, centered around the pump wavelength. The overall degree of
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coherence has been calculated with Eq. (2.19), and it was found to be 0.14 for this
particular pulse train.

The properties of the chosen input pulse train make it a prime candidate for fil-
tering with a very short Fabry–Pérot interferometer, since we can filter the spectrum
around the most coherent part. The employed cavity has a length of 0.73 µm and
mirror reflectivites of R = 0.99 at both ends of the cavity. Although the cavity is very
short, it is at least in principle realizable with thin film stacks. As can be seen from
Fig. 5.4 the gain in coherence is quite large, with an overall degree of coherence of
0.58. The simulations suggest that the coherence increases even when the spectral
filtering is not centered around the most coherent portion of the spectral field, but
in that case the increase in coherence is not as great.

Figure 5.4: Same as Fig. 5.3, but for the output from a 0.73 µm long Fabry–Pérot
interferometer. The overall degree of coherence is 0.58.

If, instead of a very short cavity, we have one where the cavity round trip time is
on the order of repetition rate of the input pulse train, we get a rather different type
of filtering. For very high repetition rates, a cavity like this is rather straightforward
to accomplish, since a 1 GHz repetition rate laser would require just a ∼ 15 cm
long cavity. In such a case, the intracavity field at the start of the Nth round trip is
described by

E(t) = (1− R)
N

∑
n=0

R2nEn(t), (5.13)

where we have assumed that the cavity round trip time is exactly equal to the pulse
separation in the original pulse train. The time it takes for the pulse to traverse
through the Fabry-Perót cavity can also be any multiple (or fraction) of the original
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pulse separation, but in that case the cavity losses will increase due to additional
reflections at the boundaries. In Fig. 5.5, we again employ the aforementioned super-
continuum ensemble, to inspect how the output field behaves. We employ similar
reflectivity mirrors, and the cavity length corresponds to a single pulse separation.

Figure 5.5: Same as Figs. 5.4, but for the output of a Fabry–Pérot interferometer
with a length equal to the repetition rate. The overall degree of coherence is 0.93.

The overall degree of coherence is now 0.93, and the pulse train is nearly com-
pletely coherent. The dramatic increase in the degree of coherence has a simple
physical explanation: if we inspect the limiting case, where R2 → 1, the intracavity
field takes on the form

E(t) =
N

∑
n=0

En(t), (5.14)

meaning that different pulses from the original train are exactly superposed within
the cavity. This leads to interference, where the parts of the pulse that remain
constant from shot to shot add together and the randomly fluctuating parts average
out. Therefore, it is clear that an external resonator can greatly affect the coherence
of the pulse train, and it is possible to realize temporal coherence filtering.

5.2 ROTATING OPTICAL ELEMENTS

Modifying the coherence properties of electromagnetic fields can be achieved in
multiple ways. Probably the most well-known case is the rotating ground glass
diffuser [184–189], and even SLMs have been used to produce partial spatial co-
herence [190, 191]. Here, we will consider modulation methods that can produce
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a wide variety of both spatial and temporal correlations: simple rotating optical
elements, used to redirect beams and impose path length differences. When var-
ied accordingly, they will produce fields with some of the properties discussed in
earlier chapters. In particular, we will consider how to produce a certain kind of
self-Fourier transforming beam introduced originally in paper III.

Although rotating optical elements provide a very simple way to produce differ-
ent types of correlations, the range of possible modulations is as wide as the supply
of elements. Diffusers can even have phase functions that are perfectly determinis-
tic and ordered, but they still impose partial coherence on the incident light [192].
These elements modulate not only the spatial, but also the temporal coherence prop-
erties, and one is not confined to using only refractive optical elements. With suit-
able diffractive components, it would be possible to modulate also the polarization
properties of incident light and get partially coherent and partially polarized beams.

5.2.1 Glass plates and wedges

Let us consider the geometries in Fig. 5.6. Here a completely coherent Gaussian
beam propagates from the left towards a rotating glass plate or wedge. In the ge-
ometry of Fig. 5.6(a), the beam is deflected such that it draws a circle of radius r at
the exit plane when the plate is rotated. In Fig. 5.6(b) the exit point of the principal
ray is the same for all rotation angles of the wedge, but the angle with respect to
the z-axis is β. In the final geometry of Fig. 5.6(c), the orientation of the wedge
is reversed, producing the deflection angle β, and the beam also draws a circle of
radius r at the exit plane.

α

β
β

rr

(a) (b) (c)

zzz

Figure 5.6: Mechanisms for producing Bessel-correlated beams. (a) Rotating glass
plate tilted at an angle α, (b) rotating glass wedge with the front surface perpendic-
ular to the propagation direction of the incident field, and (c) The same glass wedge,
but with the back surface perpendicular to the propagation direction. The geometry
after a 180 degree rotation is shown shaded (from paper IV).

For beams propagating through these optical elements it is convenient to model
the spatial coherence properties of the field at the exit plane by using the shifted-
elementary-beam theory [49, 193, 194], which expresses the CSD as

W(x1, y1, x2, y2) =
∫∫ ∞

−∞
p(x′, y′)e∗(x1 − x′, y1 − y′)e(x2 − x′, y2 − y′)dx′dy′, (5.15)

where p(x′, y′) is the weight of elementary fields e(x, y) centered around positions
(x′, y′). For brevity of notation, we drop the frequency dependence of all quantities.
Starting from plane-parallel plates we take the weight function to be a delta ring of
radius r,

p(r′, φ) =
1

2πr′
δ(r′ − r), (5.16)
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where the ring radius depends on the inclination angle of the plate. Since the inci-
dent field is a Gaussian beam, the elementary field can be written in the form

e(x, y) = e0 exp

(
− x2 + y2

w2
0

)
. (5.17)

By evaluating the integral, we find that the field right after the rotating plate is

W(x1, y1, x2, y2) =S0 exp

(
− x2

1 + x2
2 + y2

1 + y2
2 + 2r2

w2
0

)

× I0

[
2r
w2

0

√
(x1 + x2)

2 + (y1 + y2)
2

]
, (5.18)

where S0 = |e0|2, and I0(x) denotes the modified Bessel function of the first kind
and order zero. This is a type of Bessel correlated field, and it should not be con-
fused with the propagation invariant Bessel beam. Figure 5.7 shows some measured
spatial correlation functions, which were produced with a glass plate of varying tilt
angles.
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Figure 5.7: Experimentally measured Bessel correlations, produced with the geom-
etry of Fig. 5.6(a). Tilt of the glass plate decreases to the right (from paper IV).

If we now turn to consider the geometry in Fig. 5.6(b), the field exiting the wedge
can be modeled as before, but with a change of elementary contributions to

e(x, y, φ) = e0 exp

(
− x2 + y2

w2
0

)
exp [ik0 sin β (x cos φ + y sin φ)] , (5.19)

where φ is the azimuthal rotation angle of the wedge, and the weight function is
the same delta function as before, except with r = 0. That is, all elementary field
contributions arise from the same spot. Equation (5.19) describes a Gaussian beam
propagating at an angle β with respect to the optical axis. If the speed of rotation
is constant, all of the beams propagating towards different directions have an equal
probability, and the resulting CSD is

W(x1, y1, x2, y2) = S0 exp

(
− x2

1 + x2
2 + y2

1 + y2
2

w2
0

)
J0

(
k0 sin β

√
∆x2 + ∆y2

)
, (5.20)

which represents a Bessel-correlated Schell-model source [195–198] with a Gaussian
spectral density. Additionally, we have employed the difference coordinates ∆x and
∆y for brevity of notation.
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In the final geometry of Fig. 5.6(c), the elementary contributions are a mixture
of the two earlier cases: they propagate towards angle β, and originate from a ring
with radius r. The elementary contributions are therefore of the form

e(x, y, φ) = e0 exp

[
− (x− r cos φ)2 + (y− r sin φ)2

w2
0

]
× exp {ik0 sin β [(x− r cos φ) cos φ + (y− r sin φ) sin φ]} . (5.21)

On inserting this expression in Eq. (5.15) and integrating, we obtain

W(x1, y1, x2, y2) = S0 exp

(
− x2

1 + x2
2 + y2

1 + y2
2 + 2r2

w2
0

)
J0 [a(x1, y1, x2, y2)] (5.22)

with the auxiliary function

a(x1, y1, x2, y2) =

(k0 sin β ∆x− i
4r
w2

0
x̄

)2

+

(
k0 sin β ∆y− i

4r
w2

0
ȳ

)2
1/2

, (5.23)

where, again for brevity of notation, we have used the average coordinates x̄ and ȳ.
Equaiton (5.23) reveals that out of the three considered cases, this one is the most
general. If we set β = 0 the expression reduces to Eq. (5.18), and on the other hand,
if we set r = 0, we get Eq. (5.20).

5.2.2 Angular correlation properties

By inspecting the angular coherence properties of these three fields, we can gain
insight to their propagation properties, and find some peculiar features. The angular
correlation properties are linked to the spatial domain coherence functions via the
Wiener–Khintchine theorem, as discussed in section 2.2.1. Let us consider the last
geometry of Fig. 5.6 and note that the cases pertaining to Figs. 5.6(a) and 5.6(b)
are special cases of this, attained by inserting either β = 0, or r = 0, in the final
expression. The angular correlation function corresponding to Eq. (5.22) is therefore

T(kx1, ky1, kx2, ky2) =T0 exp

[
−w2

0
4

(
k2

x1 + k2
y1 + k2

x2 + k2
y2 + 2k2

0 sin2 β
)]

× J0
[
b(kx1, ky1, kx2, ky2)

]
, (5.24)

where T0 = S0w4
0/16π2 and

b(kx1, ky1, kx2, ky2) =
[(

r∆kx − i2zR sin βk̄x
)2

+
(
r∆ky − i2zR sin βk̄y

)2
]1/2

. (5.25)

In writing Eq. (5.25) we used the Rayleigh range zR = 1
2 k0w2

0, and introduced
the center and difference spatial-frequency coordinates k̄x = 1

2 (kx1 + kx2), k̄y =
1
2
(
ky1 + ky2

)
and ∆kx = kx2 − kx1, ∆ky = ky2 − ky1, respectively.

If we set β = 0 to consider the case of a rotating plane-parallel plate in Fig. 5.6(a),
we find that the angular intensity takes the Gaussian form

T(kx1, ky1, kx2, ky2) = T0 exp

[
−w2

0
2

(
k2

x1 + k2
y1 + k2

x2 + k2
y2

)]
J0

(
r
√

∆k2
x + ∆k2

y

)
,

(5.26)
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and the angular field produced in this case is of pure Bessel-correlated Schell-model
form with a Gaussian intensity profile, which is complementary with the field pro-
duced by the rotating wedge in Fig. 5.6(b). On the other hand, setting r = 0 in
Eq. (5.24) leads to the result

T(kx1, ky1, kx2, ky2) =T0 exp

[
−w2

0
4

(
k2

x1 + k2
y1 + k2

x2 + k2
y2 + 2k2

0 sin2 β
)]

× I0

(
2zR sin β

√
k̄2

x + k̄2
y

)
, (5.27)

which has a functional form similar to Eq. (5.18), showing that these two geometries
form a Fourier tranform pair.

More importantly, the CSD defined in Eq. (5.22) has a striking resemblance with
the ACF defined in Eq. (5.24). In fact, if we choose our parameters suitably, so that
they fulfill the condtion

r = zR sin β, (5.28)

then the correlation functions have identical functional forms in both spatial and
angular domains. Fields of this type can be realized by choosing the thickness and
the wedge angle in Fig. 5.6(c) appropriately, and they are an example of self-Fourier
tranforming fields considered in section 3.2.

5.3 GENERATION OF CROSS-SPECTRALLY PURE FIELDS

Although cross-spectral purity is often implicitly assumed, it is difficult to iden-
tify non-trivial natural (or even man made) light fields that fulfill the conditions
for cross-spectral purity in the stationary case, let alone in the nonstationary case.
Trivial fields that are cross-spectrally pure include at least monochromatic fields
and plane waves, although, strictly speaking these cannot be produced. In the
stationary case, some efforts have been made to experimentally generate cross-
spectrally pure fields [199]. Furthermore, by using achromatic Fourier transforming
systems [33, 34, 200–203], it is also possible to generate cross-spectrally pure nonsta-
tionary fields from spatially incoherent sources, which we theoretically established
in paper I.

5.3.1 Cross-spectrally pure stationary fields

Let us denote the transverse coordinates in the input and output planes of an op-
tical system by ρ′ and ρ, respectively, and the impulse response of the system by
K(ρ, ρ′; ω). Then, for stationary light, the CSD functions at the input and output
planes are related by the integral expression

W(ρ1, ρ2; ω) =
∫ ∞

−∞
W(ρ′1, ρ′2; ω)K∗(ρ1, ρ′1; ω)K(ρ2, ρ′2; ω)d2ρ′1d2ρ′2. (5.29)

We consider two types of systems that perform a spatial Fourier transform of the
field at the input plane: conventional and achromatic Fourier processor. For a con-
ventional Fourier transforming system that is realized with use of an achromatic
lens of focal length F, the impulse response is given by

K(ρ, ρ′; ω) =
ω

i2πcF
exp

(
− iω

cF
ρ · ρ′

)
. (5.30)
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On the other hand, for an achromatic Fourier-transform system designed to operate
around some wavelength λ0 = 2πc/ω0, the impulse response is

K(ρ, ρ′; ω) =
ω0

i2πcF
exp

(
− iω0

cF
ρ · ρ′

)
, (5.31)

which can be implemented in a number of ways via purely refractive or alternatively
hybrid refractive-diffractive optical systems.

Let us take a field in the input plane that is spatially incoherent and which has
a normalized spectrum that is independent on transverse position. Then the CSD at
the input plane of the system is of the form

W(ρ′1, ρ′2; ω) = s(ω)S(ρ′1)δ
(
ρ′1 − ρ′2

)
, (5.32)

which – according to the treatment in section 2.3 – is cross-spectrally pure, although
in a somewhat trivial sense, since the field is spatially delta-correlated. If a conven-
tional Fourier-transform system is employed, the CSD at the output plane is known
to be

W(ρ1, ρ2; ω) =
( ω

cF

)2
s(ω)S̃

( ω

cF
∆ρ
)

, (5.33)

where ∆ρ = ρ2 − ρ1 and we have the Fourier-type relationship

S̃
( ω

cF
∆ρ
)
=

1
(2π)2

∫ ∞

−∞
S(ρ′) exp

(
−i

ω

cF
∆ρ · ρ′

)
d2ρ′. (5.34)

Additionally, the complex degree of spatial coherence satisfies Wolf’s scaling law,
since it assumes the form [32]

µ(ρ1, ρ2; ω) =
S̃ (ω∆ρ/cF)

S̃(0)
. (5.35)

On the other hand, if instead of a conventional Fourier processor we use an achro-
matic Fourier transform system, the CSD at the output-plane has the form

W(ρ1, ρ2; ω) =
(ω0

cF

)2
s(ω)S̃

(ω0

cF
∆ρ
)

, (5.36)

which has the complex degree of coherence

µ(ρ1, ρ2; ω) =
S̃ (ω0∆ρ/cF)

S̃(0)
= µ(ρ1, ρ2; ω0), (5.37)

that is cross-spectrally pure around the time delay τ = τ0 = 0. Hence, an achromatic
Fourier-transform system provides simple means to generate cross-spectrally pure
stationary fields from incoherent sources. It also seems that cross-spectrally pure
fields form some type of duality relation with fields that satisfy Wolf’s scaling law,
which is a subject of future investigations.

5.3.2 Cross-spectrally pure nonstationary fields

Similarly to the stationary case, for nonstationary fields the relationship between the
CSD functions at the input and output planes is given by

W(ρ1, ρ2; ω1, ω2) =
∫∫ ∞

−∞
W(ρ′1, ρ′2; ω1, ω2)K∗(ρ1, ρ′1; ω1)K(ρ2, ρ′2; ω2)d2ρ′1d2ρ′2.

(5.38)
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Let us assume that the CSD in the input plane is of the form

W(v1, v2; ω1, ω2) =
√

s(ω1)s(ω2)µ(ρ, ρ; ω1, ω2)S(v1)δ (v1 − v2) . (5.39)

Here again the normalized spectrum s(ω) of the field is taken to be independent
of transverse position and the field is spatially incoherent. In addition to this, the
spectral correlation function µ(ρ, ρ; ω1, ω2) is assumed to be position-independent.
These assumptions hold, at least to a good approximation, if a spectrally partially
coherent pulse train passes through a rotating diffuser, so that each individual pulse
experiences a different roughness distribution.

The CSD at the output plane of a conventional Fourier-transform system is ob-
tained by inserting from Eq. (5.39) into Eq. (5.38), resulting in the expression

W(ρ1, ρ2; ω1, ω2) =
ω1ω2

(cF)2

√
s(ω1)s(ω2)µ(ρ, ρ; ω1, ω2)

× S̃ [(ω2ρ2 −ω1ρ1) /cF] , (5.40)

which gives the complex degree of coherence

µ(ρ1, ρ2; ω1, ω2) = µ(ρ, ρ; ω1, ω2)
S̃ [(ω1ρ1 −ω2ρ2) /cF]

S̃(0)
. (5.41)

This result appears to be analogous to the stationary Wolf’s scaling law – at least
supreficially. Again, by switching to an achromatic Fourier-transform len, the CSD
at the output plane becomes

W(ρ1, ρ2; ω1, ω2) =
(ω0

cF

)2√
s(ω1)s(ω2)µ(ρ, ρ; ω1, ω2)S̃ (ω0∆ρ/cF) , (5.42)

which is of the separable form of form of Eq. (2.62) and thus cross-spectrally pure
over the whole wavefront at the output plane. The normalized spectrum therefore
remains equal to s(ω) at the output, and the complex degree of spectral coherence
is of the form of Eq. (2.64), as in

µ(ρ1, ρ2; ω, ω) =
S̃ (ω0∆ρ/cF)

S̃(0)
. (5.43)

Starting from a spatially incoherent source, one can produce cross-spectrally
pure field with relatively simple Fourier transforming systems. The generation of
such fields is of interest whenever the spatial and temporal characteristics of light
have to be separated, which is possible only when the field is cross-spectrally pure
over the whole wavefront.
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6 Conclusions

This thesis contains results from several theoretical and experimental works on non-
stationary fields. Starting from the very basic notions of pulsed fields, the gen-
eral form of correlation functions, their possible transformations, as well as their
representation were discussed. The mathematical properties of the two-coordinate
correlation functions were compared to the single coordinate case, and special at-
tention was paid to fields which are cross-spectrally pure (paper I). Afterwards, the
spatiotemporal properties of pulses were investigated in the case of stable laser cav-
ities, where it was established that only very short pulses feature strong spatiotem-
poral coupling effects (paper II). Several spatial and temporal partially coherent
models were investigated, some of which were known before hand (papers III–VI),
while others are new. Then, the measurement of nonstationary light was considered
in spatial, spectral and temporal domains (papers VII–X), and novel results were
found in SPIDER and FROG measurement modalities. Finally, it was investigated
how fields such as the ones discussed before could be generated (papers XI and XII),
and some interesting new results on cross-spectral purity were found. Detailed ac-
counts of the main findings and possible future prospects are given below.

6.1 SUMMARY OF THE MAIN RESULTS

Paper I examines the concept of cross-spectral purity in the context of nonstationary
fields. In the stationary case, the defining property of cross-spectrally pure fields
is that the normalized spectral density of the field is constant at two points accross
the wavefront, as well as in their superposition. Light that fulfills this condition also
obeys the reduction formula, which states that the spatial and temporal degrees of
coherence are separable. In research of pulsed light, a condition similar to the reduc-
tion formula is often implicitly assumed, and the correlation function is written as a
product of contributions from two distinct domains. We showed that for nonstation-
ary fields the condition for cross-spectral purity is actually more stringent, requiring
that not only the spectral density but also the cross-spectral density remains invari-
ant at the three investigated points. Additionally, we showed that cross-spectral
purity is retained upon propagation only when the field is quasi-monochromatic,
and thus it is not preserved for pulsed fields. The study concludes with an inves-
tigation of methods that allow the production of cross-spectrally pure fields from
spatially incoherent sources.

In paper II, we model the behavior of realistic pulsed beams, produced in stable
laser cavities which support several frequency dependent modes. Such resonators
generate fields that are partially coherent, as well as spatiotemporally coupled, and
thus not cross-spectrally pure. By employing the coherent mode superposition,
we found an analytical expression for the field at the initial plane in the space-
frequency domain. The field was propagated to an arbitrary plane and transformed
to the space-time domain, in order to inspect the spatiotemporal coupling phenom-
ena. It was shown that these effects become most prominent below the few-cycle
regime and away from the optical axis of the pulsed beam, whereas the axial field
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remains completely coherent. Furthermore, we found that the spatiotemporal cou-
pling mixes the coherence properties between space and time. In other words, al-
though it was assumed that all of the frequencies are completely correlated, partial
spatial coherence decreased the degree of coherence also in the time domain. Ad-
ditionally, the two domains have an inverse relationship, since temporal domain co-
herence decreased with stronger coupling, while spatial coherence increased. These
results give some clarity to when it is justified to assume cross-spectral purity and
write the correlation functions in a separable form, and what are the possible spa-
tiotemporal effects in coupled fields.

The experiments outlined in paper III were designed to measure some of the co-
herence properties of supercontinuum light generated in bulk media. The medium
in this case was a plate of fused silica, which was pumped with femtosecond pulses
to obtain a supercontinuum. The bulk generated supercontinuum was found to be
almost completely spatially coherent, in contrast to some earlier investigations. One
of the problems in these experiments was that the fused silica plate deteriorated
rather quickly from being exposed to such intense pulses. To overcome this prob-
lem, we decided to place the plate into a rotating holder, which increased the lifetime
of the bulk medium sufficiently. We also found that rotating the plate produced an
unexpected modulation, and Bessel-type rings were observed in the spatial coher-
ence function. We promptly identified that the physical situation mathematically
corresponds to a shifted elementary beam theory, and we investigated the proper-
ties of fields generated by rotating glass slabs, as well as wedges. The modulation
scheme introduced in this work is exceedingly simple, yet a very powerful tool to
produce Bessel-correlated fields. In the process we also found a new class of fields
that could retain their mathematical forms in Fourier-transformations, and dubbed
them self-Fourier transforming beams.

This new class of fields demanded closer examination, which we carried out in
paper IV. The work concentrated on the analysis of a specific self-Fourier trans-
forming beam, namely the Bessel-correlated beam produced with a suitable glass
wedge. It was found that the whole correlation function is invariant in the near-
and far fields, but at intermediate distances the spatial intensity distribution may
change, although the normalized degree of coherence remains unchanged. It is,
as of now, still unclear whether this is a common feature of all self-Fourier trans-
forming beams. In addition to theoretically deriving the propagation formulas, we
carried out experiments which confirmed our results. In this thesis, the expressions
for self-Fourier transforming beams were studied further and a coherent mode su-
perposition model was derived for them. With this model, it is possible produce
self-Fourier transforming beams at will, and it is not necessary to try to find math-
ematical functions which innately have this property. It remains to be seen what
are the most general properties of this class of beams, and what are their potential
applications.

Paper V theoretically investigated the propagation properties of a circularly cor-
related beam. These fields exhibit complete coherence along any circle that is con-
centric with the source center, whereas at different distances, the degree of coherence
can attain a large variety of values. We found that this type of field is specular and
self focusing, similarly to the more well-known nonuniformly correlated fields. The
circularly correlated beam was then numerically propagated through free-space, as
well as in oceanic turbulence, where it was found that highly turbulent media could
disturb the self-focusing properties. Within this thesis, the correlation-induced fo-
cusing was analyzed further, and it was found that the focal point can be engineered
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widely by employing different types of spatial correlation functions. Beams which
focused multiple times upon propagation or produced an elongated focal spot were
used as rudimentary examples of specifically engineered focal spots. Furthemore,
it was established that by choosing the correlation properties of the field appropri-
ately, it is possible to freely design the intensity distribution in three dimensional
space. Temporal domain self-focusing was not investigated, although on grounds of
space-time duality, such effects are also possible.

Correspondingly, in paper VI, we introduced some model fields which exhibit
temporal self-splitting upon propagation through linear, normally dispersive media,
such as an optical fiber. These fields were the Laguerre-Gaussian correlated Schell-
model (LGCSM) and Hermite-Gaussian correlated Schell-model (HGCSM) beams,
which we derived via a genuine representation approach. We then propagated the
model fields, and presented a definition of the temporal far field, which bears a
strong similarity to the condition for spatial far field. The model pulses were found
to self-split, where the order n of the correlation function plays a vital role: for
LGCSM pulses, the field evolves to n+ 1 sub pulses, whereas HGCSM pulses always
split into two, but their temporal separation increases with increasing n. Afterwards,
we offered an interpretation of this behavior and found that the temporal pulse
assumes the form of its power spectrum in the temporal far field, which is analogous
to the spatial case.

Paper VII introduced a novel method for measuring the two-coordinate spa-
tial coherence properties of arbitrary fields, the grating interferometer. This de-
vice works by first dividing the beam in two and then recombining them at some
observation plane. In the first iteration of this method we kept the two gratings
stationary, and moved the detector in a z-scanning fashion. The greatest advan-
tage of this interferometer is that it measures a whole slice of the spatial coherence
function at every value of lateral shear. It also features zero time delay between
the recombined beams, and thus it measures only spatial properties of the input
light. However, we found that the device produces an interference pattern which
has a spectrally varying footprint, that is, each frequency generates a fringe pattern
with a different size. Because of this, the device can be used for the measurement
of quasi-monochromatic sources as is, and for wide-bandwidth fields an imaging
spectrograph is required. The device was demonstrated with several light sources:
Gaussian- and Bessel-correlated fields, a broad-area laser diode, an RGB-laser, a
white LED and a halogen lamp. In all of these cases, the measured values were
compared to ones attained with a Young’s interferometer. It was found that the
grating interferometer measured the spatial coherence correctly.

In paper VIII, the grating interferometer was employed to measure the spatial
coherence of an exotic pulsed light source, the wood laser. The wood laser is a rela-
tively novel source, which substitutes the laser cavity for hollow wood fibers, made
possible by the realization of transparent wood. The transparent wood is doped
with a laser dye and when it is pumped strongly enough, the wood sample will
lase. Since the fibers have a partial degree of order, we called this source type a
quasi-random laser. During this work, several improvements to the grating inter-
ferometer were implemented. Most notably, we decided to change the z-scanning
method, from moving the camera to scanning the gratings. The distance between
the gratings was kept constant and they were moved in conjunction along the z-
direction. This allows for very simple alignment, where the experimenter simply
puts the detector in front of the light to be measured (focusing or collimating when
necessary) and then places the two gratings between the source and the detector.
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Scanning the gratings in the z-direction produces a lateral shear at the detection
plane, while keeping the optical path length constant at all measurement points.

Further understanding of the grating interferometer gave insight to an exten-
sion on the wavefront folding interferometer (WFI), which was introduced in paper
IX. The WFI is a popular device for measuring spatial coherence properties. In its
traditional form, the device can only measure Schell-model sources. However, just
by scanning the beam at the input of the WFI, it is possible to find the complete
two-coordinate spatial coherence function. Additionally, we introduced several new
WFI designs, where the planar mirror variation shows most promise. This varia-
tion is almost polarization insensitive, features no optical obstructions, and it can
be generalized to measuring the full three-dimensional coherence function. We em-
ployed this device to measure the spatial coherence of a partially polarized mul-
timode helium-neon laser, and a polarized multimode diode laser, both of which
agreed well with results from a Young’s interferometer. It was also notable that the
modified WFI has very high data acquisition speed, since the measurement time
scales linearly, whereas for the Young’s interferometer it scales quadratically with
the number of measurement points. Thus, it was established that a WFI can measure
spatial coherence functions with a high resolution, while keeping the measurement
time relatively short.

The work in paper X considered the temporal coherence properties of nonsta-
tionary fields, and what can be measured with relatively simple interferometric ex-
periments. First, it was shown that a field autocorrelation contains information
only on the power spectrum of the source, which is caused by time integration at
the detector. Then, a recently introduced experimental scheme was evaluated in
this context, and it was found that it can detect a decrease in coherence. Further,
we introduced an interferometric cross-correlation scheme, which can be used to
find the quasi-coherent part of the spectrum. The theoretical expressions were eval-
uated by characterizing numerically generated supercontinuum and free-electron
laser pulses. These two sources were shown to feature very distinct properties,
though both of them could be probed with the novel cross-correlation measurement.

We also introduced a method for generating partial temporal coherence in pa-
per XI. The method consists of a pulse shaper which is driven with a time varying
signal. With this approach, it is possible to take a completely coherent pulse train,
and modulate it so that it becomes partially coherent. We also considered the speed
at which modulation needs to take place, and it was concluded that since the cor-
relation functions are taken as an ensemble average over the whole train of pulses,
it does not matter what the modulation speed is, as long as all of the pulses are ac-
counted for. It was found that this method can be used to produce a large amount of
different types of temporally partially coherent pulse trains. Experimental demon-
stration of the device is under way, and during the preparation I found that mea-
surement methods available to us are not sufficient for retrieving complex pulses.
This sparked the development of an improved FROG retrieval algorithm, which was
introduced in this thesis. It constitutes a large improvement in the speed, conver-
gence and applicability over the basic algorithm, and it will be demonstrated in
the future. While researching other pulse measurement devices, I also happened
to realize that the SPIDER can be used to measure the whole spectral correlation
function, which has not been examined before. The basic mathematical framework
was drafted in this thesis, and a more detailed study is warranted.

Finally, in paper XII, we showed that it is possible to increase the temporal and
spectral coherence of pulse trains, with simple Fabry–Pérot type devices. The vari-
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ation that was covered in this publication is an inteferometer with a short cavity, so
that the output pulses temporally overlap with each other. This leads to interference
between different parts of the pulse, thus filtering the power spectrum and increas-
ing the coherence of the output pulse train. We numerically demonstrated this effect
with a Gaussian Schell-model pulse train, and a realistic supercontinuum ensemble.
For very large bandwidth pulses, it may be difficult to produce small enough cav-
ities to achieve this filtering effect, but it should be relatively straightforward with
nanosecond pulses. The last novel result in this thesis is the extension of the Fabry–
Pérot interferometer to long cavities. When the cavity length is equal to the pulse
repetition rate, the incident pulses are superposed within the resonator. This causes
the randomly varying parts of the pulses to average out, while the constant com-
ponents remain. Numerical simulations support this conclusion and a nearly inco-
herent supercontinuum pulse train was converted to an almost completely coherent
one.

6.2 FUTURE PROSPECTS

There are several exciting avenues for future studies. The research covered in this
thesis ranges over a wide variety of topics in nonstationary coherence, and their con-
tinuation holds great potential. First of all, the use of SPIDER for spectral coherence
measurements has to be investigated in detail. The theoretical framework given here
shows that at the very least, pulses that are much longer than a single optical cycle
can be characterized; what happens for shorter pulses warrants more investigation.
Additionally, the experimental implementation will have to be rethought entirely, in
order to realize spectral shearing over the whole power spectrum. Once these issues
have been tackled, an experimental demonstration of the device has to be carried
out. If there are no large obstacles, it is conceivable that the modified SPIDER appa-
ratus will become the gold standard for measuring the spectral coherence properties
of pulsed light sources. Comparative measurements could be carried out with the
field cross-correlation setup, or single-shot FROG.

Additionally, the idea of increasing temporal coherence of pulse trains is highly
appealing. The Fabry-Pérot interferometers discussed here – especially the long
variations – could be used to produce ultra stable pulsed light beams. Highly co-
herent pulse trains have a large variety of uses ranging from metrology to material
processing, but the applicability of this scheme needs to be investigated very closely.
An experimental realization of these devices would be at least as important as the
SPIDER demonstration discussed above. Additionally, the pulse shaper setup for
controlling temporal coherence has to be demonstrated in the near future. The
setup could be used to characterize the coherence filtering effect of the long Fabry-
Pérot interferometer. In the context of temporal coherence control experiments it
will also be important to demonstrate the retrieval of very complex pulses from an
experimentally measured FROG trace.

Experimental demonstrations are also required in the spatial domain. The var-
ious spatial coherence measurement schemes will be employed to characterize a
wide variety of light fields, with the WFI having the most attention. This is due
to its unparalleled properties, such as measuring the complete coherence function
in three dimensions with great resolution and speed, while retaining high light ef-
ficiency. Furthermore, it is nearly polarization insensitive and has no obstructions
in the mirror configuration. Thus, it can be used to produce specular and anti-
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specular fields, which may have interesting properties. Examining lensless imaging
is also a compelling avenue, which we have in fact already demonstrated with a WFI
setup, and additional experiments are under way. The arsenal of coherence modu-
lation schemes should also be expanded upon. To this end, we intend to examine
several schemes where different types of optical elements are rotated in front of a
light source. At the moment we are studying the spatiotemporal effects of rotating
3D printed diffusers. These optical elements are rather unique, since they are fabri-
cated with a high precision 3D printer, and we can control the distribution of surface
roughness at will. As long as the surface follows some real probability function, it
is possible to fabricate such a diffuser. In addition to diffusive elements, we can
consider rotating diffractive components, which give another degree of freedom in
the design of coherence functions.

Apart from experimental demonstrations, it will also be of interest to theoret-
ically investigate some properties of nonstationary fields. For example, when we
considered the generation of cross-spectrally pure fields, it would appear that light
which satisfies Wolf’s scaling law forms some sort of duality with cross-spectrally
pure fields. This is definitely the case for stationary fields, but for nonstationary
light the situation is not as clear cut. The first obstacle is that no one has estab-
lished the nonstationary analogue of Wolf’s scaling law. Therefore, we have already
begun our investigation into this feature. It also needs to be theoretically checked
what happens when the spectral coherence of spatiotemporally coupled field is par-
tial. This is a direct extension to our work in paper II, which would generalize the
model for a large variety of pulsed beams. Additionally, spatiotemporal coupling
effects in other situations would be worth investigating. So far we have only con-
sidered laser pulses from stable cavities, but situation such as unstable laser cavities
and scattering may be attractive. The properties of self-Fourier transforming fields
will need to be examined more closely as well.

In conclusion, research into the coherence properties of nonstationary light is an
active and fruitful area of study. It is to be expected that the work carried out in
this context will become increasingly important in the future, with new technologies
made possible by ever shorter and more intense pulses of light.
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