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Results on the asymptotic growth of solutions of complex ODE'’s
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ABSTRACT

This survey part of the thesis contains new findings concerning complex linear dif-
ferential equations

FO 4 Aua@fV 4+ AR+ An(2)f =0,

where n > 2 and Ay(z),...,A,_1(z) are either entire or analytic in the unit disc.
Solutions that grow rapidly compared to the coefficients and satisfy certain asymp-
totic growth properties are shown to have infinite order of growth. This improves, in
particular, the classical Frei’s theorem and its unit disc counterparts. In the case of
second order linear differential equations, new conditions on the coefficients are in-
troduced to ensure that all solutions are of infinite order. The oscillation of solutions
in the second order case is also discussed. Moreover, Hille’s theory on asymptotic
integration is presented in different frameworks.

This survey also contains new results concerning complex nonlinear differential

equations
[P+ Pz f) = h(z),

where n > 2, P(z, f) is a differential polynomial in f and its derivatives of degree
< n — 1 with coefficients being small functions of f, and h(z) is a meromorphic solu-
tion of a second order linear differential equation with rational coefficients. A result
similar to the Tumura-Clunie theorem is given. In the case when n > 3 and the coef-
ficients of P(z, f) are rationals, the asymptotic growth of solutions of the nonlinear
equation above is obtained, and moreover, for a particular case, all possible forms
of the meromorphic solutions are given.

MSC 2020: 34M05, 34M10, 30D35.

Keywords: Asymptotic growth, asymptotic integration, deficient values, Frei’s theorem,
growth of solutions, linear differential equation, Liouville’s transformation, nonlinear differ-
ential equation, oscillation of solutions, Petrenko’s deviation, rational coefficients, Tumura-
Clunie theorem, Wittich’s theorem.
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Introduction

Throughout this thesis, the asymptotic growth of a function g analytic in D, where
D stands for either the complex plane C or the unit disc ID, is meant in general to
be one of the following cases:

log M(r,8) = ¢(r), T(r,g) = ¢(r) or logM(r,g) =T(r,f),

where ¢(r) is an increasing function on either [0,00) or [0,1). The asymptotic com-
parison x < y between two quantities x and y is nothing but x < y and x 2 y, where
x < y means that there exists a constant M > 0 for which x < My, and x 2 y is
understood in the same manner. In some cases, we consider the above three cases
by replacing =< with the asymptotic equivalence notation ~.

In this thesis, we study complex differential equations in terms of: (a) finding
the asymptotic growth of solutions and the link to coefficients, and (b) showing
the effect of the asymptotic growth of the coefficients on the growth of solutions.
The problem (a) is addressed in Paper I regarding nonlinear differential equations,
in Paper II regarding linear differential equations, and in Paper IV for particular
second order differential equations. Paper III addresses the problem (b) for second
order differential equations.

Consider linear differential equations

f 4+ A @D o+ AR+ Al(2)f =0, (L.1)

where the coefficients Ay(z), ..., A,_1(z) are either entire functions or analytic func-
tions in ID. In the case of their being entire, a classical result of Wittich asserts that
all solutions of (1.1) are of finite order if and only if all the coefficients are polynomi-
als [64]. Hence, as a consequence of this result, if one of the coefficients is a transcen-
dental entire function, then (1.1) admits at least one solution of infinite order. This is
extended to the classical result of Frei, which addresses more carefully the number
of solutions of finite order, or rather the number of solutions of infinite order [12].
The number of solutions of infinite order in Frei’s theorem depends on the location
of the coefficient that has a maximal growth. Precisely, if A,(z) is the last transcen-
dental coefficient in the sequence Ay(z), ..., A,—1(z), then each solution base of (1.1)
contains at least n — p solutions of infinite order. Unit disc counterparts of Wittich’s
theorem and Frei’s theorem are proved by Heittokangas in [24], where the space
of polynomials is replaced with the Korenblum space A~*. In this thesis, we say
that A,(z) is the last coefficient that has a maximal growth property if its growth
dominates the growth of the coefficients A, 1 (z),...,Ay_1(z), if applicable, in a
certain way. In fact, we introduce different ways to express the dominance of A,(z),
and thus we obtain in many cases more accurate results than Frei’s theorem. In the
complex plane, if the dominance of A,(z) is expressed in a certain sense by means
of the Nevanlinna characteristic, the maximum modulus or along a maximum curve
of A,(z), then each solution base of (1.1) contains at least n — p solutions satisfying
log T(r,f) 2 ¢(r), where @(r) is either T(r, A,) or log M(r, Ap). Specifically, using
the maximum modulus leads to log T(r, f) =< log M(r, Ap). Counterparts of these
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conclusions in the unit disc are obtained as well. Moreover, in the unit disc case, we
give two more ways based on integral means to express the dominance of Ay (z).
In the case of second order differential equations

"+ A(z)f +B(z)f =0, (1.2)

where A(z) and B(z) are entire functions, we introduce new conditions to ensure
that all solutions of (1.2) are of infinite order. These conditions are based on a
comparison between the quantities:

E(A) = i;-[ - meas ({9 € [0,2m) :limsupM < oo})

r—s00 logr

and

_ .. logM(r,B)
B~ (0, B) '7hrrg<1>?f7T(r,B) .

Regarding second order differential equations

f"+A@Z)f =0, (1.3)

we show that if A(z) is a transcendental entire function satisfying, in addition to
other conditions, the property T(r, A) ~ alog M(r, A), where a € (0,1], as r — oo
outside an exceptional set, then the lower bound for max{A(f1); A(f2)} is obtained
for any linearly independent solutions f; and f, of (1.3). This is a generalization of
an earlier result by Laine and Wu [41]. When A(z) is a polynomial, Hille’s theory
on asymptotic integration [32,33] is presented with updates.

Finally, we consider nonlinear differential equations

f"+P(zf)=h(z), n=>2, (1.4)

where P(z, f) is a differential polynomial in f and its derivatives of degree < n —1
with coefficients being small functions of f, and h(z) is a meromorphic solution of

B +r1(z)h +ro(z)h = ra(z), (1.5)

where ro(z) # 0,71(z),r2(z) are rational functions. We show that either f has finitely
many zeros and poles, or T(r, f) is dominated by the zeros and poles of f in a certain
way. This can be seen as an extension of the Tumura-Clunie theorem. Particular
attention is addressed to the case when n > 3 and P(z, f) has rational coefficients,
in which the asymptotic growth of meromorphic solutions is given. Consequently,
we show the similarity between f and &, and that f satisfies a differential equation
with coefficients asymptotically comparable to the coefficients in (1.5).

The remainder of this survey is organized as follows: In Chapter 2, we recall
the key notation of Nevanlinna’s theory, and discuss some key lemmas such as
the lemma on the logarithmic derivatives and its variants. Chapter 3 is devoted to
presenting some results concerning complex linear differential equations (LDE’s) in
the complex plane and in the unit disc, and we discuss, in particular, second order
LDE’s. We give an overview of the nonlinear differential equations of the form
(1.4) in Chapter 4. Finally, the essential contents of Papers I-IV are summarized in
Chapter 5.



Background on Nevanlinna’s theory

Nevanlinna’s theory for meromorphic functions is used to obtain the results pre-
sented in this dissertation. For the convenience of the reader, we recall the key
notation and some fundamentals of this theory. For more details on Nevanlinna’s
theory and its connection to complex differential equations, we refer to [22,39,69].

Throughout this dissertation, D = {z : |z| < 1} denotes the unit disc of the
complex plane C, and the notation C stands for C U {co}.

2.1 NEVANLINNA CHARACTERISTIC FUNCTION

For a meromorphic function f in {z €: |z| < R*}, where 0 < R* < oo, the Nevanlinna
characteristic function T(r, f) is defined as

T(r, f) :=m(r, f) + N(r, f),

where m(r, f) is the proximity function and N(r, f) is the integrated counting function,
given respectively by

m(r )= o [ tog" || do,

N(r, f) = /(; wdt—i—n(o,f)logr.

Here log™ x := max{0,logx} for x > 0 and n(r, f) denotes the number of poles of
fin{z € C:|z| < r},r < R*, counting multiplicities. We will also use the notation
N(r, f) defined by

N n —

N(r, f) == / w dt+7(0, f)logr,
0

where 7i(r, f) denotes the number of poles of f in {z € C : |z]| < r},r < R*,

ignoring multiplicities. If f is analytic in |z| < R*, then its characteristic function is

simply given as T(r, f) = m(r, f), and in this case, T(r, f) is related to the maximum

modulus M(r, ) = ‘ |ax |f(z)| by means of the standard inequalities
zZ|=r

R+ :T(R, ), @.1)

T(r,f) < log* M(r.f) <
for every r < R < R*. The Nevanlinna characteristic T(r, f) is an increasing convex
function of logr for 0 < r < R* [22, p. 18].

In Nevanlinna’s theory, the first main theorem shows that the density of the a-
points of f and its average proximity to a are roughly independent of a. The first
main theorem is often stated as follows.

Theorem 2.1 ([22, p. 6]). For any a € C, we have

T <r, fl_a) — T(r, f) + O(1).



By appealing to a simple re-scaling, it is enough to consider the cases R* = oo
and R* = 1 only, that is, we consider functions that are meromorphic in either the
complex plane C or in the unit disc D.

In the case of the complex plane, T(r, f) is an unbounded function of r for any
non-constant meromorphic function f. It is known that f is rational if and only if
T(r, f) = O(logr). However, from [69, Theorem 1.5], we know that

fim L0 f) _ o 2.2)

r—00 log r

when f is a transcendental meromorphic function. The order of growth of a mero-
morphic function f is given by

. log T(7, f)
= limsup —2———.
p(f) i=limsup =5 07
If f is an entire function, then (2.1) allows us to express the order p(f) as
, loglog M(r, f)
= limsup —2—2—"=~,
p(f) = limsup ===

Clunie constructed entire functions having prescribed asymptotic growth [11]. A
consequence of his result is that any non-negative real number can be the order of
an entire function. Clunie’s result reads as follows.

Theorem 2.2 ([11]). Let ¢(r) be increasing and convex in logr with ¢(r) # O(logr) as
r — oo. Then there is an entire function f such that

T(r,f) ~logM(r, f) ~ @(r), r— oo.

Differing from the complex plane, in the unit disc case, there are unbounded
analytic functions f in ID with bounded characteristic T(r, f). A typical example is
the function

f(Z)=eXP<1J_rz>, 2.3)

which has characteristic T(r, f) =1 forall r € [0,1).
For a meromorphic function f in ID, the order of growth of f is given by

+
o(f) := limsup 7105; T(lr,f)
r—1- log 1=

Typically, o(f) is called the T-order of growth. If f is analytic in ID, then the M-order
of growth of f is given by

) log™ log™ M(r,
oym(f) = limsup & lg i ( f)
r=1- 08 1

In this case, we obtain from (2.1) the inequalities

o(f) <om(f) <o(f)+1. (24)

An analogue of Theorem 2.2 for analytic functions in ID of prescribed asymptotic
growth is proved in [47].
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2.2 NEVANLINNA DEFICIENCY

For a € C, we use the notation m(r,a,f),N(r,a,f) and N(r,a, f) for m( = a)
N(r,

N (r = ) andN( = ) respectively, if a € C, and for m(r, f), N(r, f) and N(r, f),
respectively, if 2 = co. Hence, the first main theorem can be expressed as

T(r, f) =m(r,a,f)+ N(r,a,f) + O(1). (2.5)
The second main theorem is stated as follows.

Theorem 2.3 ([22, p. 31]). Let f be a non-constant meromorphic function in C, and let
ay,ay,-..,aq € Cbe g > 2 distinct values. Then

q
m(r, f) + EM(r,aj,f) <2T(r, f) = Na(r) +5(r, f),
j=

where Ny(r) = 2N(r, f) = N(r, f') + N(r,1/f"), and S(r, f) is a quantity satisfying
S(r,f) =0(ogT(r,f)+logr), r— oo, (2.6)
outside a possible exceptional set E C [0, 00) of finite linear measure, i.e., [ dt < co.

The Nevanlinna deficiency, 6(a, f), for the a-points of a meromorphic function f is
defined by

~

5(a, f) = liminf T(zr” ff)(), acC. 2.7)

From (2.5), it is clear that 0 < §(a, f) < 1, and that 6(a, f) can also be expressed as

N(r,a,f) & (2.8)

d(a, f) =1—limsup aeC.

r—00 T( f) ’

If 6(a, f) > 0, then a is called a Nevanlinna deficient value, or simply a deficient value.
From (2.8), we deduce that any Picard value of f is also a deficient value of f. A
known consequence of the second main theorem is that the set of the deficient values
of a meromorphic function is at most countable [22, p. 43]. If f is a meromorphic
function with lower order y(f) = 0, where

v logT(r, f)
u(f) = hrrgg}fv

7

then f cannot have more than one deficient value [14, p. 201]. If f is an entire

function with p(f) < 1/2, then f cannot have finite deficient values [14, p. 207].
We recall

N(r,a,f) e (2.9)

Oa, f) =1—limsup ——=+, a€cC.

roeo T(rf) 7

It is clear that 0 < 6(a, f) < O(a, f) < 1. Moreover, the set of the values a for which
©(a, f) > 0 is at most countable, and for any meromorphic function f, the defect

relation is known as
Y 6(a,f) <Y Oa,f) <2 (2.10)

aeC aeC



This is also a consequence of the second main theorem [22, p. 43].
Differing from the plane case, in the unit disc we need to assume that T(r, f) is
unbounded, and the quantity S(r, f) in Theorem 2.3 satisfies

5(r. f) ZO(IOgT(r,f)Hogllr), r—17, (.11)

outside a possible exceptional set E C [0,1) with [, 1’% < oco. The Nevanlinna
deficiency for the a-points of a meromorphic function f in D is defined analogously

as in the case C simply by replacing “r — co” with “r — 17" [58].

2.3 LOGARITHMIC DERIVATIVES

Estimating the growth of logarithmic derivatives of meromorphic functions is very
essential in establishing many results in the value distribution theory, such as, the
second main theorem. In fact, the error term S(r, f) in Theorem 2.3 arises from
estimating the logarithmic derivatives by means of the proximity function. This last
estimation is called the standard lemma on the logarithmic derivatives and reads as
follows.

Theorem 2.4 ([39, p. 36]). Let f be a meromorphic function and k > 1 be an integer. Then
(k)
m (r,ff> =S(r,f),

For meromorphic functions in ID, we have the same lemma on the logarithmic
derivatives but S(r, f) satisfies (2.11) [24, p. 8].

For applications in the theory of complex differential equations, estimating the
logarithmic derivatives is indispensable due to the appearance of a function and its
derivatives in the same equation. In addition, we need to estimate the logarithmic
derivatives by different means other than the proximity function. Below are some
estimates stated separately in the complex plane case and the unit disc case.

where S(r, f) satisfies (2.6).

Complex plane

The following result due to Gundersen is very useful in the theory of complex dif-
ferential equations.

Theorem 2.5 ([16]). Let f be a transcendental meromorphic function, and let « > 1 be a
given real constant. For any integers k, j with k > j > 0, the following statements hold.

(i) There exists a set E C [0,27r) that has linear measure zero, and there exists a constant
B > 0, such that if ¢ € [0,27) \ E, then there is a constant Ry = Ro(¢) > 0 such
that for all z satisfying arg(z) = ¢ and |z| > R, we have

|f Oz -

<B <T(a:'f)(log r)* log T(ocr,f)) . (2.12)

®(z)
)

(ii) There is a set F C (1,00) that has finite logarithmic measure, i.e., fP dt/t < oo, and
there is a constant B > 0, such for all z satisfying |z| ¢ (F U [0,1]), we have (2.12).



In the case when f is of finite order, the following consequence of Theorem 2.5
seems to be very useful as well.

Corollary 2.1 ([16]). Let f be a transcendental meromorphic function of finite order p, and
let € > 0 be a given real constant. For any integers k,j with k > j > 0, the following
statements hold.

(i) There exists a set E C [0,271) that has linear measure zero, and there exists a constant
B > 0, such that if ¢ € [0,27) \ E, then there is a constant Ry = Ro(¢) > 0 such
that for all z satisfying arg(z) = ¢ and |z| > Ry, we have

f9)
f0(z)

(ii) There is a set F C (1,00) that has finite logarithmic measure, and there is a constant
B > 0, such for all z satisfying |z| ¢ (F U [0,1]), we have (2.13).

< |z| kD le=1+e), (2.13)

Unit disc

The unit disc counterpart of Theorem 2.5 can be seen as Theorem 3.1 in [7]. The
unit disc counterpart of Corollary 2.1 by means of T-order is [7, Corollary 3.2], and
by means of M-order is [8, Corollary 1.3]. The exceptional set appearing in [8,
Corollary 1.3] is of arbitrary small upper final density. Recall that the upper final
density of a set E C [0,1) is given by

= 1
d(E) :=limsu / dr.
( ) r%l*p T=rJenpr)
It is clear that 0 < d(E) < 1 for any set E C [0,1).
The following two theorems are recent results concerning the logarithmic deriva-
tives [6]. In the original statements in [6], f is meromorphic in a disc D(0, R). Here,
for simplicity, f is meromorphic in D.

Theorem 2.6 ([6, Corollary 7]). Let f be meromorphic in 1D, and let k, j be integers with
k > j > 0 such that fU) # 0. Lets : [0,1) — [0,1) be an increasing continuous
function such that s(r) € (r,1) and s(r) — r is decreasing. If § € (0,1), then there exists
a measurable set E C [0,1) with d(E) < 6 such that

27| £ i)
/0 FU) (rei®)

Moreover, if k = 1 and j = 0, then the logarithmic term in (2.14) can be omitted.

F7 4 < T((),f) ~log(s(r) =r)

~ s(r)—r

, ré¢E. (2.14)

The following theorem is a new estimate on logarithmic derivatives.

Theorem 2.7 ([6, Corollary 6]). Let f be meromorphic in ID. Suppose that k, j are integers
withk > j >0, and fU) # 0. Then, for0 < <r <R <1,

1 H

f9 @) [
/r’<\z\<r f(j) (Z) m(Z) (2.15)
< Rlog% (1 +log” ﬁ + T(R,f)) :



Here, dm(z) is the Lebesgue measure in v’ < |z| < r.

When using these estimates in proving Theorems 5.9 and 5.10 below, we need
to reduce s(r) in Theorem 2.6 and R in Theorem 2.7 to r. This reduction can be
done by means of Borel’s lemma [22, Lemma 2.4]. Therefore, by taking s(r) =
R=r+(1-r)/(eT(r,f)) and by using Borel’s lemma, we get the following two
estimations parallel to (2.14) and (2.15):
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where E C [0,1) is a set with d(E) < 1, and
0 ()|
+ fY(=2) | -
log /D(o,) £ (z) dm(z) SlogT(r, f) +log—, 1 ¢E,

where [; % < 0.



Complex linear differential equations

This chapter is devoted to presenting some selected results on linear differential
equations of the form

F 4 A @)V 4+ AR+ Ao(2)f =0, (3.1)

where n > 2 is an integer, and Ag(z) # 0. If all the coefficients Ay(z),..., Ay—1(2)
are analytic in a simply connected domain D C C, then all the solutions of (3.1) are
analytic in D as well [40]. In particular, if Ag(z),..., A,_1(z) are entire, then all the
solutions of (3.1) are entire. Moreover, the zeros of any solution are of multiplicity
at most n — 1. Conversely, if f is a given non-zero entire function whose zeros all
have multiplicity at most n — 1, then f is a solution of some differential equation of
the form (3.1) with entire coefficients [21, p. 300].

If the coefficients Ay(z),..., A,_1(z) are meromorphic functions in C, then so-
lutions of (3.1) may not always be meromorphic in C. For example, the functions
exp((z—a)~!) and exp(—(z —a)~!), where a € C, are non-meromorphic in C, but
they satisfy the differential equation

fHJr 2 f/* (Z_la)4f:0'

z—a
It may also happen that some solutions are meromorphic while others are not. For
example, the differential equation

1 1
f//_;f/+27f:0

has two linearly independent solutions f1(z) = z and f,(z) = zlog(z). Here, fi is
entire function, while f, is non-meromorphic in C.

3.1 LDE’'S IN THE COMPLEX PLANE

In this section and in the next, we present some results related mainly to Paper IL
We begin with the following known theorem due to Wittich.

Theorem 3.1 ([39, Theorem 4.1]). Let the coefficients Ay(z),..., Ay—1(z) in (3.1) be
entire functions. Then Ay(z),..., Ay—1(z) are polynomials if and only if all solutions of
(3.1) are entire functions of finite order.

For any transcendental solution f of (3.1) with polynomial coefficients, we have

<o(f) <1 deg 4
n—1 sef) s +O§r]n§anxil n—j’

The left inequality is in [20, Corollary 2], while the right inequality is in [39, Propo-
sition 7.1]. For the corresponding rational coefficients case, a transcendental mero-
morphic solution f of (3.1) with rational coefficients satisfies

1 deg,, 4;

=< <1 .
n spif) < +0§r?§anxfl n—j
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where deg, A; is the degree of A; at infinity. Here, the left inequality can be found
in [35, Satz 22.1] and the right inequality is proved in [39, Proposition 7.2].
Concerning the possible orders, Wittich proved the following result.

Theorem 3.2 ([65, pp. 65-67]). For a given equation of the form (3.1) with polynomial
coefficients, there exist p < n positive rational numbers ay, ..., ap, such that if f is any
transcendental solution of (3.1), then p(f) € {a1,...,ap}.

The conclusion of Theorem 3.2 holds for non-homogeneous linear differential
equations with rational coefficients, see for example [35, Satz 22.1].

The explicit forms for the possible orders in Theorem 3.2 are given in [20].
To present these forms here, we recall the following construction. Forj =0,...,n— 1,

set
di — deg(A]), lfA] 7_é 0,
7 —0Q, lfA] =0.

Next, a sequence of integers {s } is defined as follows. Define s1 by

.. dj dj
§] =min<q;: - = max ;
n—j o<i<n—1 n—1I
and if s; is constructed, then sy 1 is defined as

dj —ds, a1 = ds, }

= max — > —1

S =min<j: -
kel {] Sk — ] 0<i<s; Sk —1

Note that s; always exists, and s, may not exist for k > 1. Actually, there exists some
positive integer p < n, such that the integers sy, ..., sy exist and s, 1 does not exist.

From this construction, it is obvious that s; > --- > s, > 0. Correspondingly, define
ds, —d
=14 1 k=1,...,p, (3.2)
Sk—1 — Sk

where sy := n and ds, := 0. It is proved in [20, Theorem 1] that these ay, k = 1,...,p,
are the possible orders mentioned in Theorem 3.2.

Regarding the asymptotic growth of transcendental solutions of (3.1) with poly-
nomial coefficients, Valiron proves that each transcendental entire solution f of (3.1)
with rational coefficients has the asymptotic property

log M(r,f) ~ Crf, r— oo, (3.3)

where C > 0 is some constant and p is a positive rational number [63, pp. 106-108].
In fact, p takes one value aj from the list (3.2). All possible values for the constant C
in the case of second order differential equations are given in Paper I, see Lemma 5.1
below.

Suppose that all the coefficients Ay(z),..., Ay—1(z) in (3.1) are entire functions
and at least one of them is transcendental. Then from Theorem 3.1, the equation
(3.1) admits at least one solution of infinite order. In this context, the question about
the number of solutions of the equation (3.1) with infinite order is of interest. The
classical theorem of Frei is one of the seminal results regarding this question, and it
reads as follows.

10



Theorem 3.3 ([39, p. 60]). Suppose that the coefficients in (3.1) are entire, and that at least
one of them is transcendental. Suppose that Ay (z) is the last transcendental coefficient while
the coefficients Ap1(2),..., Ayn—1(z), if applicable, are polynomials. Then every solution
base of (3.1) has at least n — p solutions of infinite order.

In the value distribution of the solutions of (3.1), Theorem 3.4 below says that the
value 0 has a special interest. The original statement of Theorem 3.4 is for rational
coefficients [65, p. 54], but the conclusion remains true with small meromorphic
coefficients.

Theorem 3.4 ([39, p. 62]). Suppose that a meromorphic solution f of (3.1) is an admissible
solution in the sense that

T(r,Aj):S(r,f), j=0,...,n—1 (3.4)

Then 0 is the only possible finite Nevanlinna deficient value for f.

3.2 LDE’'S IN THE UNIT DISC

Regarding the differential equation (3.1) in the unit disc ID, we recall first the defi-
nition of the Korenblum space A~%°, introduced in [37], which is defined as

A% = U A1,
720

where A7 is a function space defined as

AT = {g : g is analytic in D and sup(1 — |z|)7|g(z)| < oo} .
zeD

Analytic functions belonging to A~% can assume the role of the polynomials.
Theorem 3.5 below is an analogue of Theorem 3.1 for the unit disc D.

Theorem 3.5 ([24, Theorem 6.1]). Let the coefficients Ag(z),..., Ay_1(z) in (3.1) be
analytic in D. Then Ay(z),...,Ay—1(z) belong to A= if and only if all non-trivial
solutions of (3.1) are analytic and of finite order of growth in D.

If at least one of the coefficients Ay(z), ..., A,_1(z) does not belong to A~%, then
from Theorem 3.5, the equation (3.1) must have at least one solution with infinite
order. A counterpart of Frei’s theorem in ID is given as follows.

Theorem 3.6 ([24, Theorem 6.3]). Suppose that the coefficients Ay(z), ..., Ay_1(z) in
(3.1) are analytic in 1D, and that at least one of them is not in A~*°. Suppose that A,(z)
is the last coefficient not being in A=, while the coefficients A, 1(z),..., Ay_1(2), if
applicable, are in A=%. Then every solution base of (3.1) has at least n — p solutions of
infinite order.

Note that the order of growth of solutions in Theorem 3.6 is not specified for
either T-order or M-order. The conclusion in Theorem 3.6 actually works for both
growth orders due to the inequalities in (2.4).

Theorem 3.6 is considered as the first formulation of Frei’s theorem in ID, where
the growth of the coefficients is estimated in terms of the maximum modulus. By es-
timating the growth of the coefficients in terms of the Nevanlinna characteristic, we

11



obtain the second formulation of Frei’s theorem in ID. Before stating the second
formulation, we recall that a meromorphic function f in ID is called admissible if

T(r.f) _ (3.5)

limsup —————— = o9,
r%l*p - log(l - 1’)

otherwise f is called non-admissible. In fact for an admissible function f satisfying
(3.5), we can prove, using a technical lemma from [70, p. 13], that there exists a set
F C [0,1) with Id(F) = 1 such that

lim 7T(r,f) =
r—»1- —log(1—7)
reF

This is a unit disc analogue of (2.2). Here, [d(F) is the upper logarithmic density of
the set F C [0,1), and it is defined as

dt

_ 1
Id(F) =1i 7/ .
(F) lﬂil,lp —log(1—7) JEn[or) 1 —t

Theorem 3.7 ([28]). Suppose that the coefficients Ay(z), ..., Ay—1(z) in (3.1) are analytic
in 1D, and that at least one of them is admissible. Suppose that A,(z) is the last admissible
coefficient while the coefficients Apy1(2),..., Ay—1(z), if applicable, are non-admissible.
Then every solution base of (3.1) has at least n — p solutions of infinite order.

The direct proof of Theorem 3.7 is very similar to the proof of Theorem 3.6.
However, Theorem 3.7 follows as a special case of the results in Paper IL

If f € A=, then f is non-admissible. However, there are non-admissible func-
tions not belonging to A~%, for example, the function f in (2.3). This shows the
difference between the two formulations of Frei’s theorem in ID.

In the unit disc, we use the term “admissible” with two different meanings . The
second meaning arises from the following unit disc analogue of Theorem 3.4.

Theorem 3.8. Suppose that a meromorphic solution f inID of (3.1) is an admissible solution
in the sense that
T(r,Aj) =S(r,f), j=0,...,n—1 (3.6)

Then 0 is the only possible finite deficient value for f.

To differentiate between the two meanings of “admissible”, the term ”admissi-
ble” used in the sense (3.6) will always be followed by the term ”solution”.

3.3 THE ORDER REDUCTION METHOD

The standard order reduction method ([39, pp. 60-61], [20, p. 1233]) reduces the nth
order linear differential equation (3.1) to a linear differential equation of order g < n.
This method is the main step in proving several theorems regarding the growth of
solutions of (3.1), such as Frei’s theorem in the complex plane and in the unit disc.
Since this subsection is of independent interest, we will assume in this particu-
lar part of the dissertation that the coefficients of (3.1) are meromorphic in a sim-
ply connected domain D. Rename the coefficients Ay(z),...,A,—1(z) in (3.1) by
Apo(z),..., Aon—1(z), and let fo1,..., fon be linearly independent solutions of (3.1).

12



Then, the order reduction method asserts that the functions f; s defined by

!/
fq,s:(f;_l’s+1>, 1<g<n-1,1<s<n-—gq, (3.7)
q—1,1

are linearly independent solutions of the equation

fln=a) 4 Aq,n—q—l(z)f(niqil) +o+ Ago(z)f =0,

where
Ik A
Agi(z) =Ag1ji(z) + ) < ) @)L ——, j=0,...,.n—q—1
9, q-1j o, 1) Foin

In the complex plane case and in the unit disc case, estimating the Nevanlinna
characteristic of the functions f, s defined in (3.7) is needed to prove the main results
in Paper II.

Lemma 3.1. Suppose that fo1,..., fo are linearly independent meromorphic functions
in C. Define functions fg s as in (3.7). Then

q+s

T(r, fas) S Y, T(r, for) +logr, r¢&E,
=1

where E C [0,00) is a set of finite linear measure.

Lemma 3.1 appears in [23, p. 234] with a slight modification in (3.7). A unit disc
counterpart of Lemma 3.1 is stated similarly, where logr is replaced with log ﬁ
and the set E satisfies E C [0,1) with [ {2 < co.

The following lemma is based on the order reduction method. It is proved in
Paper II ([28, Lemma 4.3]), even though it is mentioned in the proof of Theorem 5.6
in [23, p. 244], but without giving the precise form of the differential polynomials
Ck in (3.9). It turns out that the exact form (3.9) is needed in proving our results.

Lemma 3.2. Let the coefficients Ay(z), ..., A,—1(z) in (3.1) be meromorphic functions in a
simply connected domain D, and let fo1, ..., fon be linearly independent solutions of (3.1).
Define functions fys as in (3.7). Then, for p € {0,1,...,n — 1}, we have

- Ap =Ch+ A 1Cpa+- -+ Ap+lcp+lr (3-8)

where Cy 11, ..., Cy have the following form

élf) 1(?) f(li))
Cr = Y Kigyyjy7—— "+ pTl<k<n (39
lpt+ly+-+lp=k—p Y for fin fea

Here 0 <lo,I1,...,lI, <k—pand KlOrllru-/lp are absolute positive constants.
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3.4 LDE’S OF SECOND ORDER

In this section, we shed some light on results related to the problems treated in Pa-
pers [l and IV concerning the growth and oscillation of the second order differential
equations

"+ A(z)f=0 (3.10)

and

f"+az)f +b(z)f =0, (3.11)

where A(z), a(z) and b(z) are entire functions.

Equation (3.10) with a polynomial coefficient

If A(z) is a constant, then (3.10) can be solved explicitly, and hence there is no need
to discuss this case. Therefore, we consider A(z) to be a polynomial

A(z) = puz" + Pnlenil +--4po, pn#0, n>1 (3.12)

Then every non-trivial solution f of (3.10) satisfies p(f) = (n +2)/2 [2, Theorem 1].
A more precise result is the following asymptotic equality [15, Theorem 6]

log M(r, f) ~ Znivle r2)/2 -y oo, (3.13)

In addition, if E is a product of two linearly independent solutions of (3.10), then
AE) = p(E) = (n+2)/2, see [39, Chapter 5]. Here A(g) denotes the exponent of
convergence of the zero sequence of g, and it is defined by

. logN(r,1/g)
A(g) := limsup —2—1-"2<2
(8) mSup =00

Regarding the location of the zeros of solutions f of (3.10), it is shown in [32, Chap-
ter 7.4] that all but finitely many zeros of f lie in n 4 2 sectors

, 27tj — arg(pn)
Wi(e) = {z:|arg(z) —6;| <e}, 6= —ra (3.14)

where —71 < arg(p,) < 7, € > 0 is arbitrarily smalland j =0, ..., n + 1.

A ray arg(z) = 0;, where 0; is given in (3.14) for some j € {0,...,n+1}, is called
a critical ray of the equation (3.10). If a solution f of (3.10) has only finitely many
zeros in a sector W; (&) around the critical ray arg(z) = 6;, then this critical ray is
called a shortage ray [15]. The number of shortage rays of a solution f is called the
shortage of f and is denoted by s(f). It is clear that 0 < s(f) < n+ 2 for any
solution f of (3.10). It is proved in [15, Theorem 5] that if f is a solution of (3.10),
then s(f) is an even number and

4 2) =2
T(T,f)m (n7:[|'(n)+2>§(f) /|Pn|7’(n+2)/2, r s co. (3.15)
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Equation (3.10) with a transcendental coefficient

Any non-trivial solution f of (3.10) with a transcendental coefficient is of infinite
order. Meanwhile, the exponent of convergence of zeros A(E) of the product E is
not always infinite. Here, we mention a few results concerning AE).

We summarize results by Bank-Laine, Rossi and Shen.

Theorem 3.9 ([2,3,56,57]). Let A(z) be a transcendental entire function, and let E be a
product of two linearly independent solutions of (3.10). Then the following assertions hold.

1. If p(A) & IN, then

AE) = p(A). (3.16)
2. If1/2 < p(A) < 1, then
p(A)
A(E) > 22(A) T (3.17)

3. If p(A) <1/2, then A(E) = co.

When the order of A(z) is replaced with its lower order, results improving the
inequalities (3.16) and (3.17) can be found, e.g., in [34,59] and [5, Theorem 1.3].

It is conjectured by Bank and Laine [2,3] that A(E) = oo whenever p(A) ¢ IN.
This conjecture is false, in general, as shown by Bergweiler and Eremenko in the
following result.

Theorem 3.10 ([4,5]). (i) There is a dense set of p > 1, such that there exists an entire
function A(z) with p(A) = A(E) = p.

(ii) For any p € (1/2,1) there exists an entire function A(z) of order p such that

__pl4)
A(E) = 22(A) T

In the results mentioned above, the lower bound of A(E) depends on either p(A)
or ju(A). However, the following result, shows that the asymptotic growth of A(z)
has a strong affect on A(E) without taking into account p(A) or u(A).

Theorem 3.11 ([41]). Let A be a transcendental entire function of finite order satisfying
T(r,A) ~logM(r,A), 1 — oo, (3.18)

outside an exceptional set G of finite logarithmic measure. If E is a product of two linearly
independent solutions of (3.10), then A(E) = oo.

An example of functions satisfying (3.18) outside an exceptional set G of finite
logarithmic measure is entire functions A(z) = Yo a,z"" with Fejér gaps, i.e.,
Y A1 < co. Moreover, the existence of entire functions satisfying (3.18) without an
exceptional set is guaranteed by Theorem 2.2.
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Equation (3.11)

Let u(z) be a primitive function of —3a(z), i.e., u'(z) = —1a(z), and let f be a non-
trivial solution of (3.11). Then w(z) = f(z)e *(?) is a solution of equation (3.10) with
A(z) = b(z) — 1a(z)? - %a’( z), see [39, p. 74]. This transformation shows that the
oscillation theory of (3.11) is equivalent to that of (3.10). Hence, we restrict ourselves
to investigating only the growth of solutions for an equation of the form (3.11).

If either a(z) or b(z) is transcendental, then from Theorem 3.1, equation (3.11) has
at least one solution of infinite order. The equation (3.11) can also have finite order
solutions; for example, f(z) = e * solves (3.11) with a(z) = e* and b(z) = e* — 1.
This in fact leads to the question [17]: What conditions on a(z) and b(z) will guarantee
that every solution f # 0 of (3.11) has infinite order? Examples of such conditions are:

p(a) < p(b),
(ii) p(b) pla) <1/2,
(i) a(2)

(iv) a(z) is transcendental with p(a) = 0 and b(z) is a polynomial;

is a polynomial and b(z) is transcendental,

see Theorems 2 and 6 in [17] and the main result in [29].

Additionally, many conditions other than those on the growth of a(z) and b(z)
have been found, see [49] and the references therein.

The following result by Laine and Wu is a typical example of conditions that do
not restrict the growth of the coefficients; moreover, it falls within the same context
of this dissertation.

Theorem 3.12 ([42]). Suppose that a(z) and b(z) # O are entire functions such that
p(b) < p(a) < coand

T(r,a) ~log M(r,a), r— oo,
outside a set G of finite logarithmic measure. Then every non-trivial solution of (3.11) is of
infinite order.

Kwon and Kim [38] improved Theorem 3.12 by letting the set G satisfy logdens(G) <
(p(a) — p(b))/p(a). Here, the upper logarithmic density logdens(G) is defined by

dt

B 1
logd = li /
ogdens(G) 11::5;1p log Joniuy 1

The following result is a generalized version of Theorem 3.12.

Theorem 3.13 ([51, Theorem 1.5]). Suppose that a(z) an b(z) are entire functions such
that u(b) < p(a) < co and

T(r,a) ~alogM(r,a), r— oo, (3.19)

outside a set G satisfying logdens(G) = 0, where « € (0,1]. Then every non-trivial
solution f of (3.11) satisfies

p(a) — u(b) B
P2 @ +u) e —a)

In particular, if « = 1, then p(f) = oo.
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As mentioned in [51], the condition (3.19) is quite natural. An example of func-
tions a(z) satisfying (3.19) with an exceptional set is the exponential polynomial of
the form

a(z) = P(2)eQ® 4 ... 4 P, (2)e@ ),

where P;j(z) and Q;(z) are polynomials. [51, Example 2.3] shows that a(z) satisfies

(3.19) for
1 27T n
E/o 1t (0)d6

max h,(0)
0<6<27

14

outside a set G with logdens(G) = 0. Here h,(0) is the Phragmén-Lindel6f indicator
function of a(z), and h} (6) = max{0;h,(6)}.

To give an example for functions a(z) satisfying (3.19) without an exceptional
set, let a(z) be a solution of (3.10), where A(z) is a polynomial given as in (3.12).
Then (3.13) and (3.15) imply that a(z) satisfies (3.19) with

2(n+2) —s(a)
nn+2) 7

without an exceptional set. Based on this, we can see, for example, that the Airy
integral Ai(z) satisfies (3.19) with & = % without an exceptional set. Recall that
the Airy integral Ai(z) is a contour integral solution of the differential equation
f" —zf = 0. It is clear from (3.14) that Ai(z) has three critical rays. Since all the
zeros of Ai(z) lie on the negative real axis, which is one of the critical rays for
Ai(z), it follows that Ai has two shortage rays, i.e., s(Ai) = 2. For generalized Airy
functions we refer to [19].

The idea of studying equations of the form (3.11) with coefficients satisfying
equations of the form (3.10) with a polynomial coefficient is used, namely in [50,52,
53,66]. A similar idea is used in Paper I to study nonlinear differential equations.
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Complex nonlinear differential equations

In this chapter, we offer a glimpse of recent results concerning the transcendental
meromorphic solutions f of nonlinear differential equations of the form

f"+P(z, f) =h(z), (4.1)

where n > 2 is an integer, h is a meromorphic function, and P(z, f) is a differential
polynomial in f and its derivatives with coefficients a(z) being small functions of f.
The equation (4.1) in this form appears in the following result by Hayman.

Theorem 4.1 ([22, p. 69]). Let f and h be non-constant meromorphic functions in C
satisfying the equality (4.1), where P(z, f) is a differential polynomial of degree at most
n —1in f and its derivatives. If the coefficients of P(z, f) are small functions of f, and if

N(r,f)+ N <r;) =S5(r,f),

then h(z) = (f(z) +a(z))", where a is a small function of f.

Theorem 4.1 is an extension of the Tumura-Clunie theorem [10,61]. The following
lemma due to Clunie is used to prove Theorem 4.1 as well as other extensions for
the Tumura-Clunie theorem.

Lemma 4.1 ([39, p. 39]). Let f be a transcendental meromorphic solution of

f1Q%(z f) = Q= f),

where Q*(z, f) and Q(z, f) are polynomials in f and its derivatives with meromorphic
coefficients, say {ay : A € I}, such that m(r,ay) = S(r, ) for all A € 1. If the total degree
of Q(z, f) as a polynomial in f and its derivatives is < n, then

m(r,Q"(z,f)) = 5(r, f)-
Looking at the proof of Lemma 4.1 [39, p. 40], we can get

m(r,Q*(z, f)) = O(logr),

provided that f is of finite order and the coefficients of Q*(z, f) and Q(z, f) are
rational functions.

In the early 2000’s, the research regarding the form and the number of transcen-
dental meromorphic solutions of (4.1), where h is a given meromorphic function,
became more active. For example, Yang and Li [68] show that the differential equa-

tion f3+ 3" = — 1 sin(3z) has exactly three non-constant entire solutions:
1 1
fi(z) =sin(z), fa(z) = ? cos(z) — 3 sin(z), f3(z) = —? cos(z) — 7 sin(z).

Later on, it is shown in [67] that the equation

24+ p(z)f" = csin(bz), 4.2)



where b and ¢ are non-zero complex numbers and p(z) is a polynomial, does not
admit transcendental entire solutions, unless p(z) = p is a constant. In this case,
equation (4.2) possesses three distinct transcendental entire solutions, provided that
(pb?/27)3 = 1.

The right-hand side of (4.2) can be written as a linear combination of ¢/** and
e~PZ. Based on this observation, Li and Yang [44] consider a nonlinear differential
equation of the form

P raf’ = pie’® + pre, (4.3)

where a, p1, p2 and A are non-zero constants, and they show that (4.3) has transcen-
dental entire solutions if and only if pyps + (aA?/27)% = 0. Moreover, they prove
that f has only three possible forms:

— .)lZ/3_ u/\z —/\2/3 _123
f(z)_p]e 27p e 7 ]_ =1y
]

where p;, j =1,2,3, are the three cubic roots of p.
In [43], the equation (4.3) is generalized to

f"+ Pz, f) = p1e"* + pae™?, n >3, (4.4)

where P(z, f) is a differential polynomial in f and its derivatives of degree at most
n —2, p1, p2, 1, &2 are non-zero constants and «y # ap. In fact, it is proved that if
f is a transcendental meromorphic solution of (4.4) with few poles in the sense that
N(r, f) = S(r, f), then f has only three possible forms:

f(z) =colz) + 013“12/”, f(z) =colz) + cze"‘ZZ/”, f(z) = c16"* 4 cpe™??,

provided that a; + ap = 0, where ¢y(z) is a small function of f and ¢, ¢, are con-
stants satisfying ¢} = p1, ¢ = ps.
The results for the equation (4.4) are extended to equations of the form

"+ P(z,f) = pr(2)e"® + py(2)e2?), 1 >3, (4.5)

where p1(z), p2(z) are rational functions and &q(z), ay(z) are non-constant polyno-
mials [46]. In particular, the following theorem reveals the form of the meromorphic
solutions of (4.5).

Theorem 4.2 ([46]). Let n > 3, and let Py(z, f) be a differential polynomial in f and
its derivatives of degree d with rational functions as its coefficients. Suppose that py, pa
are rational functions and wq,ao are polynomials. If d < n — 2, the equation (4.5) admits
a meromorphic function f with finitely many poles. Then o) /a% is a rational number.
Furthermore, only one of the following four cases holds:

(1) f(z) = q(2)e@ and Z—é =1, where q(z) is a rational function and P(z) is a polyno-
2

mial with nP'(z) = o} = af;

(2) f(z) = q(z)e"® and either % = % or —+ = %, where q(z) is a rational function,

k is an integer with 1 < k < d and P
nP'(z) = aly;

o
@
(z) is a polynomial with nP'(z) = «} or
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(3) f satisfies the first order linear differential equation f' = 1 (% + tx’z) f+ ¢and

= "L or f satisfies the first order linear differential equation f' = % (% + zx’l) f+v

14
o

=~

N~

_ _n i i i+
and -} = 5, where  is a rational function;

&‘k
N~

= —1, where 1,7y, are rational functions

—~

24
24

N

(4) f(2) = 1(2)eP?) +y2(2)e ) and
and B(z) is a polynomial with np'(z) = oy or np'(z) = ab.
Other extensions regarding equation (4.5) have appeared recently, e.g., [45,54].
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Summary of papers

In the following summaries, the notation used in the original papers have been
changed to correspond to the previous sections.

5.1 SUMMARY OF PAPER I

In this paper, we provide some results concerning the transcendental meromorphic
solutions of the nonlinear differential equation (4.1). In particular, we give improve-
ments for some earlier results such as Theorem 4.2. As discussed in Chapter 4, the
previous results regarding the equation (4.1) concern the case when h(z) has the
particular form

h(z) = p1(z)e"1® + py(z)e®2), G.1)

where p1(z), p2(z) are small functions of f and a4(z),a»(z) are entire functions.
The main idea in Paper I is to study the equation (4.1) in the case when h(z) is a
meromorphic solution of a linear differential equation

W' +r1(2)h +1r9(2)h = ra(z), (5.2)

where r9(z),r1(z) and r,(z) are rational functions. In this case, the order of h(z) can
be a half-integer, /1(z) can be a rational function, and it can be a special function
such as the Airy integral. Meanwhile, the order of /(z) in the case of (5.1) is either
an integer or equals infinity. The case when h(z) satisfies (5.2) is new and has not
been covered in previous studies. Note that each function h(z) of the form (5.1),
where p1(z), p2(z) are rationals and aq(z), ap(z) are polynomials, is a solution of an
equation of the form (5.2).

We begin with a general result, Theorem 5.1 below, which asserts that if f is a
transcendental meromorphic solution of (4.1), then either f has finitely many zeros
and poles or the number of zeros and poles of f dominates the growth of T(7, f) in
a certain way. In addition to giving properties of solutions, Theorem 5.1 is consid-
ered as an extension of the Tumura-Clunie theorem. Here and henceforth, the total
degree of P(z, f) as a polynomial in f and its derivatives is denoted by -yp.

Theorem 5.1. Letn > 2, yp < n—1, and let f and h be meromorphic solutions of (4.1)
and (5.2), respectively, and assume that f is transcendental. Then one of the following holds:

(1) p(h) is an integer, f is of the form f(z) = q(z)e?), where q is a rational function, w
is a non-constant polynomial, and

T(r,h) = nT(r, f) + S(r, f)-
Furthermore, if r1 and r are polynomials, then q is a constant.
(2) f satisfies

2
n—ryp

T(r,f) <

N (r, }) +N(r, f) + . _Z,YPN(”'f) +S(r, f).
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Theorem 5.1 can be expressed in terms of the deficiencies (2.8) and (2.9).

Corollary 5.1. Under the assumptions of Theorem 5.1, if

O(0, f) + =5 Ld(c0, f) + O(e0, f) > 2, (53)

then the conclusion of Theorem 5.1(1) holds.

We offer the following example, which illustrates Theorem 5.1 and Corollary 5.1,
and shows the sharpness of the inequality (5.3).

Example 5.1. (1) The meromorphic function f(z) = ¢%*/(¢* — 1) has no zeros and
satisfies

T(r,f)=2r/t+0O(1), N(r,f)=N(r,f)=r/m+0(1).
Thus O(eo, f) = é(o0, f) =1/2 and O(0, f) = 1. Moreover, f solves the equation

1 9
fS—Ef”+§f/—10f:€3z+3322/

where the function h(z) = €% + 3¢% solves the equation i — 4h’ 4+ 3h = 0. We have
©(0,f) + 316(c0, f) +O(co, f) = 2.
(2) The entire function f(z) = e?/* 4 ¢~*/* satisfies

T(r,f) = 5= +0(1), N(,1/f) = N(r,1/f) = 5~ +0(1).

Thus ©(0, f) = 6(0,f) = 0 and O(co, f) = é(c0, f) = 1. Moreover, f solves the
equation

fro6aff +2 =+ 7,
and we have ©(0, f) + +4526(co, f) + O(oo, f) = 2.

In Theorem 5.2 below, we consider meromorphic solutions f of (4.1) with few
poles in the sense that N(r, f) = S(r, f). We give a more precise estimate for the
growth of such solutions f when the coefficients of P(z, f) are rational functions.
We use the notation

ro(z) ~ Coz™ and r(z) ~ Clzl, (5.4)

as z — oo, where 79(z) and r1(z) are the coefficients in (5.2), Cy,C; € C, Cy # 0 and
m,l € Z. The notation Ny(r,1/f) stands for the integrated counting function of
simple zeros of the function f.

Theorem 5.2. Let n > 3, and let f be a transcendental meromorphic solution of (4.1),
where h is a transcendental meromorphic solution of (5.2), P(z, f) has rational coefficients,
and yp < n—2. If N(r, f) = S(r, f), then f has finitely many poles, p(h) = p(f), and
one of the following holds:

(1) The conclusion of Theorem 5.1(1) holds.

(2) T(r, f) = Nyy(r,1/f) + O(logr), the function f is of order 1+ m/2, and one of the
following two situations for the parameters in (5.4) occur.
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(1) We have | < —1 < m. Moreover,

2G| plam/2

log M(r, f) ~ m+2) r — 0.
(i) We have m = 21 > 0 and Cy = (V;(::ll))z C2. Moreover,
2
log M(r, ) ~ Col__rmrz

n(n—1)(m+2)

Remark 5.1. From the proof of Theorem 5.2, it follows in the sub-case (i) that f
satisfies a second-order differential equation

f"+R@)f +5(2)f =0,
where R(z) and S(z) are rational functions such that |R(z)| =< |r1(z)| and |S(z)| ~
|ro(z)|/n?, as z — co. In the sub-case (ii), f satisfies a first order differential equation
f'+5(2)f =Q(2),

where S(z) and Q(z) are non-zero rational functions and |S(z)| ~ |r1(z)|/(2n — 1),
as z — o0.

We give examples to show that the results in Paper I are different from those in
previous works (Section 4). We emphasize the cases when /1 has half-integer order
and when / is a rational function.

Example 5.2. The function f(z) = 2cos ‘[ of order 1/2 satisfies the nonlinear dif-
ferential equation

£24+108zf" +54f" = 2 cos \/z, (5.5)
where h(z) = 2 cos \/z is an entire solution of the equation
1 1
W+ =h+—h=0.
+ 2z + 4z

This example underlies the sub-case (i) in Theorem 5.2. According to Remark 5.1,
here f satisfies the linear differential equation

——f=0
f 36z

Examples of solutions with any pregiven half-integer orders are given in [27,
Example 3.5].

Example 5.3. The meromorphic function f(z) = ﬁ + z solves the nonlinear dif-
ferential equation

1
f3—§f"+ (3z—§> f’—(3Z2—3Z+1)f:—223+322+2Z—§,

2
where h(z) = —22% + 322 + 2z — 3 is a rational solution of the linear differential
equation
32 9
—_ Yy — 2 2c z
W' h +h=z 32t
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Lemma 5.1 below on linear differential equations plays an important role in
proving Theorem 5.2, and gives a concrete list of possible orders as well as possible
maximum modulus types for f, i.e., the possible values for the constant C in (3.3).
The possible types of solutions of higher order differential equation (3.1) polynomial
coefficients are not known.

Lemma 5.1. Let f be a transcendental meromorphic solution of

f"+R@=)f +S(z)f = T(2), (5.6)

where the coefficients R(z) # 0,S(z) # 0, T(z) are rational functions such that R(z) ~
Crz" and S(z) ~ Cgz™ as z — oo, where Cg,Cs € C and n,m € Z. Then f has at most
finitely many poles and

log M(r, f) ~ Crf, r— oo,

with the following possibilities for C and p:

24/1GCs|
m+2 -

(1) If m > 2n, thenp =14 % >1/2and C =

(2) If n < m < 2n, then we have two possibilities:

@) p=n+1>1andC= %,

.. C
(11) p:1+mfn21andczm

C
©)) Ifm<n,thenp:1—0—n21andC:‘l—|.

R
+n
4) Ifm=2n,thenp =1+n>1and C = 1'%, where X is a complex solution of the
quadratic equation X> + CxX + Cs = 0.
If R(z) =0, then only Case (1) is possible. In all cases, p > 1/2.

Next we state a consequence of Theorem 5.2, which treats the equation (4.1) in
the case when / has the form (5.1).

Corollary 5.2. Let n > 3, and let f be a transcendental meromorphic solution of (4.1),
where P(z, f) has rational coefficients, yp < n — 2, and h is of the form (5.1), where
p1, p2 are rational functions such that pypy # 0, and ay, ap are non-constant polynomials
normalized such that a1(0) = 0 = ay(0). Write

wj(z) = a2z + 0 (zsf*1> , j=12
IfN(r, f) = S(r, f), then f has finitely many poles, p(f) = p(h) = s1 = sp, and f takes
one of the following forms:

(1) f(z) = q(z)e"®), where q is a non-zero rational function and w is a non-constant
polynomial normalized with a(0) = 0. Moreover, the following conclusions hold.

(i) If ap = ay, then na = aq = wp, 4" = p1 + p2 and P(z, f) = 0. In particular, if
p1, p2 are polynomials, then q is also a polynomial.
(i) The case when |ay| = |ay| and ay # a, is not possible.

(i) If |aq| # |az|, say |ai| > |ag|, then na = aq, q" = p1 and P(z, f) = hy.
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) f(z) = q1(2)eP? + qa(2)e P, where q1, qy are non-zero rational functions and p
is a non-constant polynomial such that nf = *aq and 01 = —ayp.

aq(z)4ay(z)
(3) f(z) =q1(z)e BT e q2(z), where qq,qy are non-zero rational functions and
max{lay|, [az|}/ min{|a1|, |az[} = n/(n —1).

Corollary 5.2 is an improvement of Theorem 4.2. For example, the assumption
“f has finitely many poles” in Theorem 4.2 can be replaced with the much less
restrictive assumption “N(r, f) = S(r, f)”.

5.2 SUMMARY OF PAPER II

In Paper II, we prove some new results regarding the growth of solutions of (3.1),
and give several refinements of Frei’s theorem (Theorem 3.3) and its unit disc coun-
terparts (Theorems 3.6 and 3.7). Paper II also discusses analogous results for dif-
ference and g-difference equations, but we do not mention these results here due to
the subject of our dissertation.

The key idea in Frei’s theorem is that the growth of the coefficient A,(z) dom-
inates the growth of the rest of the coefficients A,,1(z),...,A,;11(z). Based on
this idea, many improvements of Frei’s theorem have appeared in the literature, in
which the dominance of AP (z) is expressed via a growth scale (order, iterated order,
[k, j]-order, ...); see for example [25,36,48,60] and the references therein. Chyzhykov
and Semochko show in [9] by means of an example that the aforementioned growth
scales have the disadvantage of not covering functions of arbitrary growth [9, Exam-
ple 1.4]. For that, they introduced a more general growth scale, which does not have
the disadvantage of the previous scales, and depends on an auxiliary real function
satisfying certain conditions.

The results in Paper II are different from the existing improvements of Frei’s
theorem in the sense that we do not rely on any growth scale. Instead, we compare
the growth of solutions directly to the growth of the dominant coefficient A,(z). All
the previous improvements cited above follow as special cases of our results.

5.2.1 Complex plane

In this section, we offer three ways to express the dominance of the transcendental
coefficient Ap(z), and in particular, we obtain the lower bound for the number of
solutions f of (3.1) that satisfy

log T(r,f) 2 T(r, Ap) (5.7)

outside an exceptional set. From (2.2), we see that solutions f satisfying (5.7) are
of infinite order. Thus Frei’s theorem follows as a special case. The solutions f
satisfying (5.7) are called rapid solutions. We show in the first two results in this
section that all rapid solutions are admissible solutions in the sense of (3.4). Hence,
we deduce from Theorem 3.4 that the value 0 is the only possible finite deficient
value for all the rapid solutions f of (3.1).

The first result is devoted to expressing the dominance of Ay (z) by means of the
Nevanlinna characteristic function.
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Theorem 5.3. Let the coefficients Ay(z), ..., Ay_1(z) in (3.1) be entire functions such that
at least one of them is transcendental. Suppose that p € {0,...,n — 1} is the smallest index
such that

n—1 T(V,A‘)
lim su ) . (5.8)
r—>oopj=;.1 T(Y'AP)

Then Ap(z) is transcendental, and every solution base of (3.1) has at least n — p rapid
solutions f for which

T(r,Ap) SlogT(r, f) S Rtr

S TR A, rEE (5.9)

where E C [0,00) has finite linear measure, and r < R < oo. For these solutions, the value 0
is the only possible finite deficient value.

When p = n — 1, the sum in (5.8) will be considered to be zero, and the same
situation applies in any sum similar to the one in (5.8).

The dominance of Ay(z) in the sense of (5.8) has already been introduced in [23,
Theorem 5.6]. The conclusion in [23, Theorem 5.6] addresses the number of solutions
f that have slow growth in the sense that

log T(r, f) = o(T(r,Ap)), r—o0o, r&E,

where E C [0,00) is a set of finite linear measure. However, solutions with slow
growth may grow significantly slower than any of the coefficients [28, Example 2.1].

Comparing (5.9) with (2.1), one may expect that log T(r, f) and log M(r, A,) are
asymptotically comparable and, in fact, is what we prove in the second result, where
we express the dominance of A,(z) by means of maximum modulus.

Theorem 5.4. Let the coefficients Ay(z),..., Ay—_1(z) in (3.1) be entire functions such that
at least one of them is transcendental. Suppose that p € {0,...,n — 1} is the smallest index

such that
nl log™ M(r, A)

limsup )

- B el 14 (5.10)
reo oty logt M(r, Ap)

Then Ap(z) is transcendental, and every solution base of (3.1) has at least n — p rapid
solutions f for which
log T(r, f) < logM(r,Ap), 1 &E, (5.11)

where E C [0,00) has finite linear measure. For these solutions, the value 0 is the only
possible finite deficient value.

Before stating the third result in this section, we discuss the Theorems 5.3 and 5.4.
We notice that neither Theorem 5.3 nor Theorem 5.4 is stronger than the other
regarding the number of rapid/admissible solutions. However, we see that The-
orem 5.4 is stronger in its conclusion, as it gives a specific relationship between
rapid/admissible solutions and the coefficients. We will show this by means of ex-
amples. For the sake of simplicity, all the examples from this point will concern the
second order linear differential equation

"+ A1(z)f + Ao(z)f = 0. (5.12)

The following example shows that Theorem 5.3 is sometimes stronger than The-
orem 5.4 regarding the number of rapid solutions.
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Example 5.4. Let A;(z) = ¢°; hence from [22, p. 7] we have

.
T(r, A7) < \% and log M(r, A1) =e¢'.

Let Ap(z) be an entire function satisfying
T(r,Ag) ~ log M(r, Ag) ~2T(r, A1), t— .
Such a function A (z) exists by Theorem 2.2. Therefore,

. T(T, Al) 1
limsu ==-<1.
r—>oop T(r,Ag) 2

By Theorem 5.3, every non-trivial solution f of (5.12) satisfies

eT

7 = T(r, Ag) SlogT(r, f).

In contrast, we have

i —2_— L —limsu log M(r, A1) _ 0
r—00 logM(r/ AO) V%OOP ZT(Y’ Al) ,

which means that p = 1 for Theorem 5.4. Thus, by Theorem 5.4, every solution base
of (5.12) has at least one solution fy satisfying log T(r, fy) < log M(r, A1) = ¢€'.

Note that the upper bound of log T(r, f) in (5.9) cannot be reduced to T(r, A;).
Indeed, this is the case in Example 5.4 above, where the asymptotic inequality
logT(r,f) < % does not hold for all rapid solutions f since there exists a rapid
solution fy satisfying log T(r, fo) =< e’.

In the next example, we show that Theorem 5.4 could be stronger than Theo-
rem 5.3 regarding the number of rapid solutions.

Example 5.5. Let Ag(z) = Eq/,(z) be Mittag-Leffler’s function of order ¢ > 1/2. We
have, from [22, p. 19],

T(r, Ag) ~ nle log M(r, Ag) ~ nlgrg, r = oo.

Let A1(z) be an entire function satisfying

T(r, A1) ~log M(r, A1) ~ T(r,Ag), 1 — oo.

Therefore,
. T(r, A1)
1 =1
TRl T(1, Ag)
and
log M(T, Al) T(T, A()) 1

hl:l_)s;lp log M(r, A) B 111;11_)8;1}") log M(r, Ag) - 0 <1

Thus, Theorem 5.4 is stronger than Theorem 5.3 in this case.
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In the third result, it is possible to detect the number of rapid solutions when
Ap(z) dominates the rest of the coefficients along a maximum curve of Ap(z), ie., a
curve belongs to M, := {z € C: |Ap(z)| = M(|z|, Ap)}; see, e.g., [62].

Theorem 5.5. Let the coefficients Ay(z),. .., Ay—1(z) in (3.1) be entire functions. Suppose
that p € {0,...,n — 1} is the smallest index such that Ay(z) is transcendental and

n—1 1
1 |Ai(z)|"

limsup Z —M <1 (5.13)

2200 jmpi1 7l |4p(2)]

holds for some constants 1; > 1, where T is a maximum curve for Ap(z). Then every

solution base of (3.1) has at least n — p rapid solutions f for which

log T(r, f) 2 log M(r,A,), r¢E,
where E C [0, 00) has finite linear measure.

The rapid solutions in Theorem 5.5 are not admissible solutions due the local re-
striction of the growth imposed on the coefficients by (5.13). In addition, the asymp-
totic comparability between log T(r, f) and log M(r, A;) does not always occur as
shown in the following example.

Example 5.6. All non-trivial solutions f of the equation f + e~ f/ + ¢*f = 0 satisfy
log T(r, f) =z log M(r,e*) = r since the condition (5.13) holds for p = 0 along the
positive real axis, which is the maximum curve for ¢*. However, the asymptotic
inequality log T(r, f) < log M(r,e*) does not hold for all solutions, because there

exists a solution fj satisfying log T(r, fo) =< log M(r, e‘zz) = r? by Theorem 5.4.

Example 5.6 also shows that Theorem 5.5 can be stronger than Theorems 5.3 and 5.4
regarding the number of infinite order solutions.

The next example shows that we can use the main results above to find extra
number of infinite order solutions.

Example 5.7. The function f;(z) = ¢ is an infinite order solution of the equation

4 (e —e*)f — (T +e7) f = 0. (5.14)

Let f, be any solution of (5.14) linearly independent of f;. Frei’s theorem cannot
be used to conclude that f; is of infinite order. However, according to any of The-
orems 5.3, 5.4 or 5.5, f, must satisfy log T(r, f2) = log M(r,e%) =< T(r,¢*’) = r2.
Meanwhile, log T(r, f1) < r.

5.2.2 Unit disc

In this section, we introduce five different ways to express the dominance of the ana-
lytic coefficient A,(z), and, analogously to the complex plane situation, we consider
the number of rapid solutions which are slightly different from the rapid situations
in C. Here, the rapid solutions of (3.1) in ID are considered according to the two
formulations of Frei’s theorem in Theorems 3.6 and 3.7. Hence, the following two
types of solutions of (3.1) with coefficients analytic in ID are considered as rapid
solutions:
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(T1) Solutions f satisfying (5.7), where A,(z) is admissible function.

(T2) Solutions f satisfying

logT(r,f) 2 log/ |~ Pdm(z),
D(0,r)

where A,(z) ¢ A~%. Here, dm(z) is the Lebesgue measure in the disc D(0, 7).
The following two results are unit disc counterparts of Theorems 5.3 and 5.4.

Theorem 5.6. Let the coefficients Ao(z),..., Ay—1(z) in (3.1) be analytic functions in ID
such that at least one of them is admissible. Suppose that p € {0,...,n — 1} is the smallest
index such that

=l T(r, A))
lim sup I . (5.15)
r—1- j:;—l T(r, Ap)

Then A (z) is admissible function, and every solution base of (3.1) has at least n — p rapid
solutions f for which

R+r

T(r,Ap) SlogT(r,f) S (R Ap), 1 ¢&E, (5.16)

where E C [0,1) is a set with fE < oo, and 0 < r < R < 1. For these solutions, the
value 0 is the only possible finite deﬁczent value.

Theorem 5.7. Let the coefficients Ay(z), ..., Ay—1(2z) in (3.1) be analytic in ID. Suppose
that p € {0,...,n — 1} is the smallest index such that A (z) is admissible function and

=1 log™ M(r, A;
limsup Y g+—(’) <1 (5.17)
r—17  j=p+1 log™ M(r, Ap)

Then every solution base of (3.1) has at least n — p rapid solutions f for which
log T(r, f) < logM(r,Ap), r¢&E, (5.18)

where E C [0,1) is a set with [, 1‘% < oo. For these solutions, the value 0 is the only
possible finite deficient value.

From (5.16) or (5.18), using (3.5), each solution base of (3.1) contains at least n — p
linearly independent solutions of infinite order. Thus Theorem 3.7 is a particular
case of Theorems 5.6 and 5.7.

Note that the statement "A,(z) is admissible" is a condition instead of a conclu-
sion in Theorem 5.7, unlike in Theorem 5.6. The reason is that the admissibility is
defined by means of the Nevanlinna characteristic, and hence the condition (5.17)
does not necessarily imply the admissibility of A,(z).

By using results from [47, Theorem I], we can construct examples analogous to
Examples 5.4 and 5.5. Hence, neither Theorem 5.6 nor Theorem 5.7 is stronger than
the other regarding the number of rapid solutions [28, Example 3.3].

We now give a unit disc counterpart of Theorem 5.5, where the maximum curve
of Ap(z) in D is defined as a curve emanating from the origin and tending to a point
on 9D and consists of points z € D for which |A,(z)| = M (|z], Ap)
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Theorem 5.8. Let the coefficients Ag(z), ..., Ay—1(z) in (3.1) be analytic functions in ID.
Suppose that p € {0, ...,n — 1} is the smallest index such that Ay (z) is admissible and

n—1 A 1j
lim sup Z lﬂ <1
ol j=pH M [Ap(2)]
z

holds for some constants 1; > 1, where I' is a maximum curve of Ap(z). Then every solution
base of (3.1) has at least n — p rapid solutions f for which

IOgT(T,f) Z IOgM (rl Ap) 7 r ¢ EI
where E C [0,1) is a set with [ {2 < .

In the following two results, we use the integral mean to measure the growth of
analytic functions in ID.

Theorem 5.9. Let the coefficients Ay(z),..., Ay—1(2z) in (3.1) be analytic functions in ID.
Suppose that p € {0,...,n — 1} is the smallest index such that A(z) is admissible and

2 o1
R / |Aj(rei®)| 77 db
limsup Y ( J ) 0 <1 (5.19)
- = n—p T 075
r—1 j=p+1 / |Ap(7’€ )|n pdg
0

Then every solution base of (3.1) has at least n — p solutions f for which
270 a1
log T(r, f) = log / Ay (re®)|77d0, ¢ E,
J0

where E C [0,1) is a set with d(E) < 1. These solutions are rapid in the sense of (T1), and
the value 0 is their only possible finite deficient value.

From Jensen’s inequality
27 . 1
log™ / Ay (ré®) |70 > m(r, Ap) = T(r, Ap),
0

it is clear that Theorem 3.7 is a particular case of Theorem 5.9.

The previous four results are suitable with Theorem 3.7, and address the rapid
solutions of type (T1). The next result is suitable with Theorem 3.6, and addresses
the rapid solutions type (T2).

Theorem 5.10. Let the coefficients Ay(z), ..., Ay—1(z) in (3.1) be analytic functions in ID
such that at least one of them does not belong to A~°. Suppose that p € {0,...,n—1} is
the smallest index such that

1
_ . Ai(z)|"T dm(z
limsup ”Zl <n]) /D(O,r)’ i(2) | (z) . 520
o1 NP @[T dm(e)
v

T};zlgnhAp(z) ¢ A=, and every solution base of (3.1) has at least n — p solutions f for
whic

log T(r, f) = log Ay (z)|77 dm(z), r¢E, (5.21)

JD(0,r)
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where E C [0,1) is a set with [, % < oo. These solutions are rapid in the sense of (T2),
and the value 0 is their only possible finite deficient value.

The fact that Theorem 3.6 is a particular case of Theorem 5.10 follows from the
next result, which is a slight modification of [26, Example 5.4].

Proposition 5.1. Suppose that g(z) is an analytic function in ID. Then ¢ ¢ A~% if and
only if for any x € (0,1),

log™ *d
N LG LG
- —log(1—r)

5.3 SUMMARY OF PAPER lIII

In Paper III, we give some new findings regarding second order differential equa-
tions (3.10) and (3.11). Particularly, we use the concept of the magnitudes of deviation
of a function g with respect to oo, where g is either the coefficient A(z) in (3.10) or a(z)
in (3.11). These magnitudes are introduced by Petrenko [55], and are defined by

_ .. JogM(r,g) . ' log M(r, g)
0, ¢) := liminf 2" &) ang 00, ¢) =1 D6 VA8
B (c0,g) :=limin Ty O BT (0,8) fmsup =

If g is of finite lower order y, then [55, Theorem 1] shows that
1< B (00,8) < B(u), (5.22)

where

sin(7tu)’

T : 1

if OS}I<§,
Bl = { mu, if p>1
M, o p=Z5.

5.3.1 Oscillation of solutions

We prove Theorem 5.11 below, which is a generalization of Theorem 3.11. Recall
that the lower logarithmic density logdens(G) of a set G C [1,0) is defined by

logdens(G) := liminfL /
— r—oo logr Jon|

dt
1] t .

A set of finite logarithmic measure has zero upper logarithmic density.
Theorem 5.11. Let « € (0,1], and let A(z) be a transcendental entire function satisfying
T(r,A) ~ alogM(r, A) (5.23)

as r — oo outside a set G with logdens(G) = B < 1. Suppose further that one of the
following holds:

Wp(A)¢N,  @uA) <p(A),  ©)p(A) < zrh;.
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If E is a product of two linearly independent solutions of (3.10), then

1-p
ME) 2 55—

In particular, if « = 1, then A(E) = oo.

1-p
2(1—a) "
Any of the conditions (1)—(3) is necessary as shown by the following simple example.

This theorem also improves the inequality (3.16) in the case 1 < p(A) <

Example 5.8 ( [39, Theorem 5.22]). The equation

f”+<ez—116>f_o

has two linearly independent solutions f; and f, such that A(f;f2) = 0. Here the
coefficient A(z) = e* —1/16 has order p(A) = 1 and satisfies (5.23) for « = 1/7
without an exceptional set.

A concrete example for the assumption (3) in Theorem 5.11 is Mittag-Leffler’s

function of order p € (%, 2;“7”), which satisfies (5.23) with « = nip and without an
exceptional set [22, p. 19].

The lower bound of A(E) in Theorem 5.11 does not depend on p(A) or u(A),
and we see that whenever « is close enough to 1, A(E) is arbitrarily large, without
taking into account the values p(A) and p(A).

The following corollary is a direct consequence of Theorem 5.11.

Corollary 5.3. Let A(z) be a transcendental entire function. Suppose that one of (1)—(3)
with B = 0 in Theorem 5.11 holds. If E is a product of two linearly independent solutions of
(3.10), then
B (e, A)
AME) > .
B2 2 ) - )

In particular, if B* (o0, A) = 1, then A(E) = oo.

5.3.2 Growth of solutions

Here, we give new conditions on the coefficients of (3.11), forcing the solutions to
be of infinite order. We define a quantity

i0
é(a) := % - meas <{6 € [0,2m) :limsupw < 00}) ,

300 logr

where meas (E) stands for the linear measure of aset E C [0,277). Clearly 0 < ¢(a) < 1.
For example, we see that ¢(a) = 1 if a(z) is a polynomial, and &(a) = 0 if a(z) =

e* + e %. A transcendental entire function a(z) with §(a) = 1 exists [22, Lemma 4.1].

If a(z) # 0 is a contour integral solution of

w + (—1)"+1bw(k) +(-1)""zw=0, n>2,n>k>0,beC,

then [18, Theorem 3] reveals that ¢(a) > % T

In the following result, we use Petrenko’s deviation.
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Theorem 5.12. Let a(z) be an entire function such that &(a) > 0, and let b(z) be a tran-
scendental entire function satisfying B~ (co,b) < le Then every non-trivial solution of
(8.11) is of infinite order.

An entire function a(z) = Y5° ; a,z" is said to have Fabry gaps if lim A,,/n = co.
It has been shown in [13] that a function a(z) with Fabry gaps satisfies

log L(r,a) ~log M(r,a), r— oo, (5.24)

outside a set of zero upper logarithmic density, where L(r,a) = min,|_, |a(z)|. Con-
sequently, a(z) satisfies

T(r,a) ~logM(r,a), r— oo,

outside a set of zero upper logarithmic density. This leads to the following conse-
quence of Theorem 5.12.

Corollary 5.4. Let a(z) and b(z) be entire functions. Suppose there exists a sector where
log™ |a(z)| < log |z|, and suppose that b(z) is a transcendental functions with Fabry gaps.
Then every non-trivial solution of (3.11) is of infinite order.

Corollary 5.4 improves Theorems 1.3 and 1.7 in [50].
Using the cos 7tp -theorem, one can easily see that if {(a) > 0 and u(b) < 1/2,
then every non-trivial solution of (3.11) is of infinite order. The same conclusion

holds if
1

n(l—¢(a))
This follows by (5.22) and Theorem 5.12. In the following result, the condition (5.25)

is weakened to u(b) < 2(1*1§(ﬂ))'

Theorem 5.13. Let a(z) be an entire function such that &(a) > 0, and let b(z) be a
transcendental entire function satisfying u(b) < m Then every non-trivial solution
of (3.11) is of infinite order.

1/2 < p(b) < (5.25)

To illustrate this theorem, let a(z) be the Mittag-Leffler’s function of order p(a) >
1/2, and let b(z) be a transcendental entire function with p(b) # p(a). Then &(a) =

1- ﬁ [22, p. 19], so that either u(b) < p(a) = 2(1—16(51)) or p(b) > u(b) > p(a).
It follows from Theorem 5.13 and [17, Corollary 1] that every non-trivial solution of
(3.11) is of infinite order.

5.4 SUMMARY OF PAPER IV

In this paper we prove results on the growth and zero distribution of solutions of
equation (3.10) in the case when A(z) is a non-constant polynomial. The results
obtained in this case lie under the theory on the asymptotic integration due to Hille
[32, Ch. 7.4]. For the convenience of the reader, we rewrite equation (3.10) as

f"+P(z)f =0 (5.26)

where
P(z) = puz" + pp1z" '+ +po, pn#0, n>1
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5.4.1 Observations

It is proved in [32, Ch. 7.4] that all but finitely many zeros of a solution f # 0 of
(5.26) lie in n + 2 e-sectors

Wi (e) = {z:|arg(z) —6;| <e}, j=0,...,.n+1, (5.27)

around the critical rays arg(z) = 6;, where

_2mj—arg(pn) .
b= 5 j=0...n+], (5.28)

with —7t < arg(p,) < 7. The value € > 0 in (5.27) is arbitrarily small. Further, it is
claimed in [32, p. 342] that if f has infinitely many zeros in a sector Wj(e), then these
zeros approach the critical ray arg(z) = 6;. This remark has later been corrected by
Bank [1] and by Hellerstein-Rossi [30], and they prove that the zeros in fact approach
the translate arg(z + c) = 6; of the critical ray, where ¢ = p,_1/np,. Moreover, the
distance of the zeros zj from the ray arg(z +c) = 6; is O(rxen(r¢)), as rx = [zx| — oo,
where

r‘z, n>2,
en(r) =< r7? logr, n=2, (5:29)
r’3/2, n=1.

In addition to the result mentioned above about the location of zeros of solutions of
(5.26), the following conclusions can also be found in [32, Ch. 7.4]:

(A) On all the rays in an open sector 5(;_1,0;) determined by any two consecutive
critical rays, each solution f # 0 of (5.26) either blows up on each ray or decays
to zero exponentially on each ray. By this we mean, respectively, that

lirginfr*(”ﬂ)/2 log |f(re®)| >0 or lirginfr*("ﬁ)/2 log |f(re®)| 71 >0,
r—0o0 r—0o0

for 6 € (9]',1,9]').

(B) If a sector W; (¢) contains infinitely many zeros of f, then the number of zeros
of f in W; (e) is asymptotically comparable to r(n+2)/2,

These conclusions in (A) and (B) are the result of Hille’s theory on asymptotic
integration combined with Liouville’s transformation [32, pp. 339-340]. However,
many readers can find the reading of [32, Ch. 7.4] laborious because general state-
ments of some of the basic results and consequences of the asymptotic integration
theory are not clearly and fully stated, and the details that would justify several
steps in the proofs are omitted. Accordingly, our purposes in Paper IV are to

write clearly stated results together with rigorous proofs on the growth
and zero distribution of solutions of (5.26) that are obtained from Hille’s
approach. For the zero distribution, we take into account the above con-
vergence rate O(rxe,(ry)) of the zeros {z;} toward the critical translates
arg(z+c) = 0;, where j =0,...,n+1.

The process of studying the equation (5.26) is described in Figure 5.1.
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change of

f"+P()f=0—"——¢"+Q(z)g =0

variable
Liouville’s transformation
asymptotic
W 4w=0————w'+[1-T()]w=0
integration

Figure 5.1: The connection between equations.

1. Change of variable: We use g(z) = f(puz — c), where yu is a constant satisfying
p"2 =p,land ¢ = p,_1/npy, to transform (5.26) into

§"+Q(2)g=0 (5.30)
with a normalized polynomial coefficient

1,

z, n =
Q(Z) - { Zi’l +an7221’l—2 4+t ag, n 2 2. (5-31)

2. Liouville’s transformation: This transformation is used to transform (5.30) into
perturbed sine equation
w’ +[1—T(Q)]w =0, (5.32)

where T(7) = O(7?) as { — co.

3. Asymptotic integration: This theory is used to link (5.32) and the sine equation

w” +w=0. (5.33)

The purpose of these three steps is to make a simple connection between equation
(5.26) and (5.33), so that the well-known growth and zero distribution properties of
the three types of solutions e, e~Z,sin(z — zg) of (5.33) can be used to prove the
analogous properties of the solutions of (5.26).

5.4.2 Main results
In Theorems 5.14 and 5.15 below we write more precise statements of the aforemen-

tioned results concerning the equation (5.26). For this purpose, we use the notation

e bt nt2 (pn)'/?

, 5.34
. > p (5.34)

where (py)'/?2 = /|pa|exp (i%) with —71 < arg(p,) < m. The first result
concerns the exponential growth and decay of solutions to make (A) precise.

Theorem 5.14. Let f be a non-trivial solution of (5.26). Then the following statements
hold:

(a) In any given open sector S between consecutive critical rays, f either (i) blows up
exponentially on all the rays arg(z) = 6 in S, or (ii) decays exponentially to zero
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on all the rays arg(z) = 0 in S. Specifically, on all the rays arg(z) = 0 in S, f is
asymptotically comparable to either

Ei(z) =exp{idz7(14+0(1))} or Ex(z)=exp{—idz7(1+0(1))}.
Moreover, in each such sector S, there exist solutions of (5.26) of both types (i) and (ii).

(b) In any two adjacent sectors S(6;_1,0;) and S(0;,0;,1) that border one common critical
ray arg(z) = 0}, there cannot exist a ray in S(0;_1,0;) and another ray in S(0;,0;1)
such that f decays exponentially to zero on both rays. Here, 6 _1 = 6,,41.

In Theorem 5.14(a), any branch cut outside the sector S and any branch for the
square roots in the expressions Ej(z) and E;(z) can be chosen as long as they are
the same for both E;(z) and E;(z). For some choices, the roles of E1(z) and E(z)
will be interchanged.

Instead of the classical e-sectors in (5.27), we consider the domains

A={z= re® . r >R, |6 — 0;] < Cen(r)}
and their translates
A]‘,C = {Z 1z+c € A]} (5.35)
Here R > 0 is large enough, C = C(n,R) > 0, and c is defined in (5.34). The second

result concerns the distribution of zeros of solutions to make (B) precise.

Theorem 5.15. Let f be a non-trivial solution of (5.26). Then all but at most finitely many
zeros of f lie in the union
n+1

U Aje-
j=0
If f has infinitely many zeros in A;, then

n(r,Nje, 1/f) = 7”‘pn|r‘4 (1+0(1)), r— oo, (5.36)

qrt

N(r,Nje, 1/f) = 7V‘p"|rq (1+0(1)), r— oo, (5.37)

where the counting function n(r, \jc, 1/ f) refers to only those zeros in A;. satisfying
|z| < rand N(r, Ajc, 1/ f) is the corresponding integrated counting function.

From this result it is clear that the zeros of f approach the critical translates
arg(z+c) = 0, j=0,...,n+1,

emanating from the point —c, see Figure 5.2. It is easy to note that the sector W;(e)
enclosing the critical ray argz = 0; contains the essential part of A, no matter how
large |c| is. Therefore, it follows that all but at most finitely many zeros of f are
located in the union of the sectors Wj(e), as has been previously known.

If f has only finitely many zeros in W;(e), then the critical ray arg(z) = 6; is called
a shortage ray of f, otherwise it is a non-shortage ray of f. The third result reveals the
interplay between exponential growth/decay and non-shortage/shortage rays.

38



f— L critical ray
I, /
’ /

/ .
/ e critical translate
/7 /

/|
\4

Figure 5.2: Domains A around the critical translates in the case n = 2. All the
zeros of f lie in the shaded area when R > 0 is large enough.

Theorem 5.16. Let f be a non-trivial solution of (5.26). Then the following statements
hold:

(a) If f blows up exponentially on each ray in two adjacent sectors S(0;_1,0;) and
S(0;,0;11) that border a common critical ray arg(z) = 6, then the critical ray
arg(z) = 0; is non-shortage.

(b) If f decays to zero exponentially on all the rays in a sector S(0;,0;1), then both crit-
ical rays arg(z) = 0;,0; 1 are shortage.

5.4.3 Liouville’s transformation

We proceed first to give some preliminary concepts. The polynomial Q(z) in (5.31)
can be re-written as

Qz) =2"(1+4(z)), n>1, (5.38)
where /(z) =0if n =1 and

ay_ a
l(z) = ’;22+-~~+Z—0 n>2.

From (5.28), the critical rays of (5.30) are arg(z) = ;, where

_2mj .
¥i= nt2 !

=0,1,...,n+1. (5.39)
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Forj=0,...,n+1,let Gj(R) denote the domain
G](R) = {Z €C:|z| >R, Pi1 < arg(z) < ¢j+1}, (5.40)

where ¢_1 = ¢,,11 — 27w and ¢, 40 = Po + 271, and R > 0 is large enough to satisfy
R > max {1, (n— 1)M0} , (5.41)

where My =0if n =1 and
My = max{|ao|,...,|ap—2|}, n>2.

For a non-trivial solution g of (5.30), let g; denote the restriction of g to G;(R).
Now, we are ready to define Liouville’s transformation. For z € G;(R), Liou-
ville’s transformation is defined as

{@:@@%:L%”H1+N@fﬂﬁ,

0 (5.42)
wi(0) =24 (1+€(2)) % gj(2).

We choose zg = 2Re'¥i. The path of integration in (5.42) is any polygonal path
between zg and z consisting of at most two line segments lying in G;(R).

Branches for the square roots and the fourth roots in (5.42) are chosen as follows:
For (1+£(2z))"/? and (1 + £(z))'/4, we always use the principal branch

—n<arg(l+/4(z)) <. (5.43)

When an expression w = w(z) does not represent 1+ ¢(z) and k is a positive integer,

wk’2 will be defined by wh/?2 = (w1/2)k, where

w'/? = |w|'? exp (iargz(w)) ;Y- <arg(w) < i+, (5.44)
and w*/* will be defined by w"/* = (w!/4)k, where

w4 = |w|* exp ( rg(w)) ;- <arg(w) < ¢j + 7T (5.45)

Next, we show that { = L;(z) in (5.42) is well-defined. For z € G;(R), where R
satisfies (5.41), we have ¢(z) =0if n = 1 and

1)My

n J—
Z An—s| _T<1, |z] >R, n>2. (5.46)

1
sz

It follows that 1 + £(z) lies entirely in the right half-plane for all |z| > R. Therefore,
by (5.43) it follows that
(1+4(z)"% and (1+£(z)*
are analytic in {z : |z| > R}, and by (5.44) and (5.45) it follows that the functions
A(z) =2"2(1+£(2))"? and B(z) =2"*(1+£(2)"*
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are analytic in the domain {z:|z| > R, P - <arg(z) < ¢; + n}. In particular,
they are analytic in G;(R), and with the choice of zg and the path of integration as
above, it follows that L;(z) is analytic in G;(R) as well.

The function w;({) in (5.42) is well-defined. This follows from the properties of
(5.42) provided by the following lemmas that are needed to prove the main results.

Lemma 5.2. The function { = Lj(z) in (5.42) satisfies

2
7. _ (n+2)/2 .
=1Lj(z) L (1+K(z)), ze€Gj(R), (5.47)
where [K(z)| = O(ex(|z])) as z — oo in Gj(R), where en(r) is in (5.29). Moreover, we
n

have |{| ~ —25|z|("+2)

2 2 gs |z| — oo, and

larg(1+ K(z))| = O(en(|z])), |z| — oo. (5.48)

The next lemma shows that L;(z) is univalent in G;(R) and maps G;(R) onto a
domain containing

Gi(6,R) = {geC:|gl > R, |arg(g) - mj| < w0}, (5.49)
for a given small 6 > 0. This implies that the function w;({) in (5.42) is analytic in a
domain containing éj (6,R).
Lemma 5.3. Forany j € {0,1,...,n+ 1}, the following two properties hold.

(1) The function Lj(z) in (5.42) is one-to-one in the domain G;(R), provided that R > 0
is sufficiently large.

(2) Let & > 0 be small enough. Then there exists R > 0 large enough such that Li(Gj(R))
contains éj(é, R) defined in (5.49).

Lemma 5.4 below shows that (5.42) transforms equation (5.30) into a perturbed
sine equation of the form

w (§) +[1=T())]wj(g) =0, (5.50)
where T({) = O({2) as { — co. The result is briefly stated in [33, p. 180].

Lemma 5.4. Let g(z) # 0 be a solution of (5.30), and let gj(z) be its restriction to Gj(R).
Then w;({) defined in (5.42) satisfies an equation of the form (5.50), where T({) is analytic

in a domain containing the region éj(é, R), and

=3 (G 19) 0 (1), ¢+

For the location of the zeros indicated in Theorem 5.15, the following geometric
property of L;(z) is needed.

Lemma 5.5. Let 6, R, R be as in Lemma 5.3, and let vy € R. Forje{0,...,n+1}, let
b= (—1)/u + ivg denote a horizontal half-line in G;(9,R), where

u>0, if lvg| > R,
u>/R2=v, if |vg| <R
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tion.
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Then there exists a constant C = C(n, |vg|, R) > 0 such that the pre-image L; of {; under
{ = Lj(z) is a curve lying in the domain

A ={z= re' ;|0 —¢j| < Cen(r), r > R}

5.4.4 Asymptotic integration theory

Here, we present the theory of asymptotic integration. The framework is different

from that in [32, Chapter 7.4]. Corresponding to (5.50), we consider a more general
perturbed sine equation of the form

w' + (1 —F(z))w =0, (5.51)
where F(z) satisfies Hypothesis F below.

Hypothesis F". The function F(z) is analytic in a domain

D+((50,R0) = {Z eC: |Z| > Ry, | arg(z)| < 7'[—50},

where &y € (0,7) and Ry > 0. For each z € D' (éy,R), where R >
Ro/sin(éy), the integral [ |F(t)||dt| exists along the path of integration
given by t = z+r, 0 < r < co. Moreover, there exists a ¢ satisfying 6 > Jg

such that -
lim sup |F(t)||dt| = 0. (5.52)
R=00 e+ (s,R) /2
A
z / AN
/ \
/ \
/ \
L ) \\
_Ro \
sin(dp) S !
Il »
Ro h R
1
!
/
/
\\ //
\ /
\\ //
\\ //

Figure 5.3: Geometric justification for the inequality R > R¢/ sin(dp).

We begin with the following general result in the theory of asymptotic integra-



Theorem 5.17. Suppose that F(z) satisfies Hypothesis F, and let wgin (z) be a non-trivial
solution of the sine equation (5.33). Then the singular Volterra integral equation

w(z) = wan(2) + /Z sin(t — 2) F(Hw(t)dt, (5.53)

where z € D" (6, R) and the path of integration is t —z = r, 0 < r < oo, has a unique
solution w(z) which is a solution of (5.51). Moreover, with z = x + iy we have

|w(z) — wesin(z)| < M(y) {exp {/xw |F(s+ iy)| ds] - 1} , z€D"(5,R), (5.54)
where M(y) = sup |wgin (s + iy)|.

s>x

Theorem 5.17 is used in [32, Chapter 7.4] without stating or proving it. However,
the idea of the proof of Theorem 5.17 is based on Hille’s work [31]. Hille, in fact,
proves [32, Theorem 7.4.1], which is the reverse of Theorem 5.17. The latter has a
direct role in the theory of asymptotic integration.

The following direct consequences of Theorem 5.17 show precisely the asymp-
totic correspondence between solutions of (5.51) and the three types of solutions ¢Z,
e~ and sin(z — zg) of the equation (5.33).

Corollary 5.5. Suppose that F(z) satisfies Hypothesis F*. Then the perturbed sine equation
(5.51) has unique linearly independent non-oscillatory solutions E*(z) and E~ (z) asymp-
totic to e'* and e~ "%, respectively, in DV (8, R) in the sense that
ET(z) =e?(14v1(z)) and E (z) =e Z(1+v2(2)), (5.55)
where
o)l < exp | [ IF@I] <1, =12 (5.56)
z
and the path of integrationist —z =r,0 < r < oo, for each z € D* (6, R).
~ From (5.52), the solutions E*(z) and E™(z) in Corollary 5.5 satisfy E*(z) =
e?(1+o0(1)) and E (z) = e *(1+40(1)) as z — o in D" (§,R). Corollary 5.5 is
for the non-oscillatory solutions of (5.51). For the oscillatory solutions, we have the

following result.

Corollary 5.6. For any oscillatory solution S(z) of (5.51) in D" (5, R), there exist two
constants b # 0 and zy = xq + iyo, such that

S(z) = b[sin(z —z) + v(z)}, (5.57)
where
|o(z)| < cosh (y — yo) {exp {/Zw |F(t)] dt|] — 1} , z€D"(6,R), (5.58)
and the path of integration ist —z =1, 0 < r < co.
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From (5.52), Corollary 5.6 shows that any oscillatory solution S(z) of (5.51) is
asymptotic to sin(z — zg) in any horizontal strip in D" (6, R). Since the location and
the number of zeros of sin(z — zg) are known, it remains to estimate the location
and the number of zeros of S(z).

Before stating the next result, we define the following concepts: Let 7 > 0 be an
arbitrary small constant, and let Hy denote a half-plane

Hy = {z:Re(z) > 0p},

where 0y > 0 is chosen large enough so that both Hy C D" (4, R) and

exp Uzm E(t)| |dt|] <1+ ;1:}5(7«3) z € Hy, (5.59)

are satisfied. Observe that (5.59) follows from (5.52). In addition, we may assume
that zg = xq + iyo satisfies zg —y € Hp and zg — 7w+ ¢ Hp. For k > 0, let Qy,
denote the square

Qky ={z=x+iy:|[x —xo—krt| <7, |y —yo| <7}
For any fixed k > 0, the point zg + k7t is the center of the square Qy .

Lemma 5.6. The function S(z) in (5.57) is oscillatory in the half-plane Hy. Specifically,
S(z) has precisely one zero in each square Qy .., and no other zeros in Hy. In addition, we
have

S
where n(r, Hy, 1/S) counts only those zeros of S(z) that lie in Hy and |z| < r.

n (r,H0,1> = %(1 +o(1)), r— oo, (5.60)

Remark 5.2. We can define Hypothesis F~ analogously to Hypothesis F' by replac-
ing D" (6, R) with the domain D~ (6, R), which is the reflection of D" (8, R) with
respect to the imaginary axis, and the path of integration is replaced with t =z —r,
0 < r < oo. Then, all the results mentioned in Section 5.4.4 are true in the domain
D~ (4, R) under Hypothesis F~, provided that the path of integration in (5.56) and
(5.58) is replaced with t = z —r, 0 < r < oo, the half-plane Hy and the squares Qy ,
are reflected with respect to the imaginary axis, see Section 3 in Paper IV.
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