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HIGHLIGHTS
- Emission sources and atmospheric processes dictate the chemical composition of PM.
- The chemical composition of PM showed seasonal and day-night variations.
- Differences in chemical composition affect the toxicological responses.
- PM size fractions cause toxicity via different pathways.

ABSTRACT
Ambient inhalable particulate matter (PM) is a serious health concern worldwide, but especially so in China where high PM concentrations affect huge populations. Atmospheric processes and emission sources cause spatial and temporal variations in PM concentration and chemical composition, but their influence on the toxicological characteristics of PM are still inadequately understood.

In this study, we report an extensive chemical and toxicological characterization of size-segregated urban air inhalable PM collected in August and October 2013 from Nanjing, and assess the effects of atmospheric processes and likely emission sources. A549 human alveolar epithelial cells were exposed to day- and nighttime PM samples (25, 75, 150, 200, 300 μg/ml) followed by analyses of cytotoxicity, genotoxicity, cell cycle, and inflammatory response.

PM10–2.5 and PM2.5 caused the greatest toxicological responses for different endpoints, illustrating that particles with differing size and chemical composition activate distinct toxicological pathways in A549 cells. PM1.0–0.2 displayed the greatest oxidative stress and genotoxic responses; both were higher for the August samples compared with October. In contrast, PM2.5, PM3.5–1.0, and PM1.0–0.2 samples displayed high cytotoxicity and substantially disrupted cell cycle; August samples were more cytotoxic whereas October samples displayed higher cell cycle disruption. Several components associated with combustion, traffic, and industrial emissions displayed strong correlations with these toxicological responses. The lower responses for PM1.0–0.2 compared to PM2.5 and
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PM$_{2.5-10}$ indicate diminished toxicological effects likely due to aerosol aging and lower proportion of fresh emission particles rich in highly reactive chemical components in the PM$_{0.2-0.2}$ fraction. Different emission sources and atmospheric processes caused variations in the chemical composition and toxicological responses between PM fractions, sampling campaigns, and day and night. The results indicate different toxicological pathways for coarse-mode particles compared to the smaller particle fractions with typically higher content of combustion-derived components. The variable responses inside PM fractions demonstrate that differences in chemical composition influence the induced toxicological responses.

© 2018 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

China’s rapid economic growth has led to severely elevated levels of particulate matter (PM) air pollution, which has been witnessed during recent years in phenomena such as haze and smog. Most harmfully affected by PM pollution are the economically developed, heavily industrialized and densely populated urban areas, such as the provincial capitals (Chen and Xu, 2017). One of these capital cities is Nanjing, located in the Yangtze River Delta (YRD) region in southeastern China; it is a major industrial, commercial and educational hub of the Jiangsu province, which has recently experienced severe air pollution events. Chronic exposure to ambient air pollution is associated with increased morbidity and mortality, including increased risk of cardiopulmonary diseases such as chronic obstructive pulmonary disease (COPD), and is considered one of the greatest global risk factors for human health (Cohen et al., 2017; Forouzanfar et al., 2015; Lim et al., 2012). Recent evidence shows that ambient air pollution can also increase the risk of a diverse set of diseases, such as diabetes and Alzheimer’s (Maher et al., 2016; Mazidi and Speakman, 2017; Pearson et al., 2010). Exposure to PM$_{2.5}$, particulate matter with aerodynamic diameter under 2.5 μm, was the fifth-ranking risk factor globally in 2015, with an estimated 4.2 million attributable premature deaths (7.6% of total global mortality), whereof 1.1 million occurred in China (Cohen et al., 2017). In East Asia, PM$_{2.5}$ emissions by the residential and commercial sector were estimated to contribute to 21% of total anthropomorphic PM$_{2.5}$ mortality, followed by industrial (17%) and energy (11%) sectors (Silva et al., 2016). The combination of high air pollution levels and high population density makes air pollution a particularly serious threat to public health in East Asia; thus, it has prompted new policies to counter the problem by the Chinese government.

The current laws and regulations concerning PM emissions are based on particle mass concentrations of selected size-fractions (PM$_{10}$ and PM$_{2.5}$), considering all particles equally toxic and discarding the effect of chemical composition of particles to induced adverse health effects (United States Clean Air Act, European Union Directive 2008/50/EC). Many studies have demonstrated that the most prominent representatives for the induced toxic responses have been heavy metals, and organic and elemental carbon content, which increase inflammation, cytotoxicity and tissue damage. Indeed, several polycyclic aromatic hydrocarbons (PAHs) occurring in PM have been shown to have high genotoxic and carcinogenic activities, but also moderate immunological responses (Ghio et al., 2014; Happo et al., 2007; Happo et al., 2008; Happo et al., 2010b; Hetland et al., 2001; Jalava et al., 2015; Schwarze et al., 2006). The composition of the particles is profoundly influenced by the local emission sources and prevailing atmospheric and meteorological conditions, showing significant spatial and temporal variations (Happo et al., 2010a; Jalava et al., 2007; Jalava et al., 2009). The different conditions and emission sources during day and night can cause another level of variation (Jalava et al., 2015). Despite the evidence of composition-based variations in PM-induced adverse effects, no clear causal relationships between certain components and morbidity and mortality have been reported. Because of the large effect of emission sources on PM toxicity, it is very important to specify the role of emission sources, conditions, as well as natural characteristics, especially in areas of enormously high PM concentrations with high population densities.

To depict an overall picture of harmful emission sources, air quality and the toxicity of local PM mixture in Nanjing, we performed two distinct sampling campaigns followed by the subsequent extensive chemical and toxicological characterization of the samples. Thus, the specific aims of our present study were two-fold. Firstly, we assessed the seasonal and day-night variations of the measured atmospheric processes and meteorological parameters, and how large an effect they had on the size-segregated PM concentrations and on the chemical composition of particles. Secondly, we assessed how this variation influenced PM toxicity using the human alveolar epithelial cell line A549. To reach this goal, we determined the PM-induced changes of cellular metabolic activity, cell membrane integrity, oxidative stress, DNA damage, cell cycle phase and inflammatory response. These toxicological data were combined with the chemical characterization of the studied PM and online meteorological data to provide an extensive analysis of how atmospheric processes and chemical composition influence the toxicological characteristics of PM. The sampling campaigns were chosen to represent two distinct air quality conditions, hot August representing fast atmospheric chemical aging of PM components, whereas in October, after the harvest, regional burning of agricultural residue crop becomes a major source of PM and can lead to severe air pollution events (Chen et al., 2017a; Zhao et al., 2015; Zhu et al., 2010).

2. Materials and methods

2.1. Sampling campaigns and sample collection

Two seasonal urban air particulate matter (PM) sampling campaigns, representing different air pollution situations and atmospheric processes were conducted in August (13–28.08.2013) and October (19–26.10.2013) in Nanjing, China. The samples were collected separately at day and night at the Nanjing University Xianlin Campus (32° 7’ 9.4836” N, 118° 56’ 55.2192” E), an urban background location, approximately 18 km northeast of downtown Nanjing. There are several industrial areas in the Nanjing area, including metallurgical and chemical industries, which are mainly to the north, west and southwest of our sample collection site (Wang et al., 2016; Yuan et al., 2017). The location of the sampling site in Nanjing is illustrated in Fig. 1 along with notable local industrial areas and downtown Nanjing, as well as fire maps during the air mass trajectory analyses of August and October campaigns. Fire maps were acquired from LANCE FIRMS MODIS Collection 5 NRT Hotspot/Active Fire Detections MCD14DL, operated by the NASA/GSFC/Earth Science Data and Information System (ESDIS) with funding provided by NASA/HQ (available on-line [https://earthdata.nasa.gov/firms]): https://doi.org/10.5067/FIRMS/MODIS/MCD14DL.NRT005. The Xianlin Campus site is generally upwind from downtown Nanjing, but downwind of the densely populated and intensively developed mid-YRD regions including Shanghai and the Suzhou-Wuxi-Changzhou city cluster (Ding et al., 2013).

The PM sampling was conducted using a modified Harvard High Volume Cascade Impactor (HVCI) (Jalava et al., 2006; Sillanpää et al., 2003) as described in detail by Jalava et al. (2015). PM was size-segregated into four fractions according to their aerodynamic diameter: PM$_{10-2.5}$ (10–2.5 μm), PM$_{2.5-1.0}$ (2.5–1.0 μm), PM$_{1.0-0.2}$ (1.0–0.2 μm) and PM$_{0.2}$ (<0.2 μm) particles. PM$_{10-2.5}$, PM$_{2.5-1.0}$ and PM$_{1.0-0.2}$ samples were
collected on polyurethane foam (PUF) substrates, and PM0.2 samples were collected on pre-washed polytetrafluoroethylene (PTFE, Fluoropore 3.0 μm FSLW) backup filters. Three field blank filter sets for each campaign were prepared, representing negative control samples in toxicological analyses. The procedure for the preparation of the collected PM samples for chemical and toxicological analyses has been described previously (Jalava et al., 2015; Tapanainen et al., 2012). Briefly, the PM was extracted from the filters in methanol by sonication at temperature below 35 °C, concentrated by rotary evaporation, and dried under nitrogen flow. The achieved extraction efficiencies were >90% for PM10, 2.5–95% for PM2.5–1.0, >96% for PM1.0–0.2, and >90% for PM0.2; calculated by weighing the filters before and after the extraction.

2.2. Meteorological parameters and air mass back trajectory analysis

Ambient temperature, pressure, and relative humidity, as well as wind speed and direction and rainfall were measured with a Vaisala Model WX7520 weather station (WX7) as described by Jalava et al. (2015). The WX7 was located 2 m above the measurement container roof. The temperature and relative humidity sensors of WX7 are inside a radiation shield, which also protects the sensors from direct exposure to rain. The meteorological data were monitored continuously and later averaged over 1 min and 1 h intervals.

Some gaseous air pollutants (SO2, H2S, NO, NO2, NH3, O3) and particle concentrations in two size classes (PM10 and PM2.5) were monitored at the same site as described by Jalava et al. (2015). The data were obtained with a 1-minute time resolution and averaged later over 1-hour time resolution.

Backward air mass trajectories were calculated with the HYSPLIT model (Stein et al., 2015; Draxler, 1999; Draxler and Hess, 1998; Draxler and Hess, 1997) for the preceding 5 days (120h) with a 1-hour time resolution. We divided the surroundings into five sectors as shown in Fig. 2: 1) “Northeastern China and Yellow Sea” (main trajectory sector between 0 and 90°), 2) “East China Sea and Shanghai” (90–135°), 3) “Southern China” (135–225°), 4) “Southwestern China” (225–270°), and 5) “Northwestern China” (270–360°). The air masses from the sectors 1, 2, and 3 are assumably a mixture of marine and continental air. Sector 1 includes parts of the Northeastern China, the Korean peninsula, and Japan. Sector 2 is mostly marine, but those air masses cross the highly polluted mid-YRD region including Shanghai and the Suzhou-Wuxi-Changzhou city cluster. Sector 3 is a mixture of marine aerosol and the Southern megacities such as the Guangzhou–Shenzhen–Hong Kong region. The air masses from sectors 4 and 5 are completely continental. We divided the continental sector to Southwestern and Northwestern China based on differences on annual temperature distribution: in the Northern part houses are heated during wintertime whereas in the Southern part heating is not as extensive.

2.3. Cell culture and PM exposure

The human adenocarcinomic alveolar epithelial cell line A549 (ATCC, CCL-185), a model of type 2 pneumocytes, was used to assess the toxicological effects of the collected PM samples. Cells were maintained in Dulbecco’s Modified Eagle Medium (DMEM) supplemented with 10% fetal bovine serum (FBS), 2 mM l-glutamine and 100 U/ml penicillin/streptomycin. All cell culture and exposure reagents were purchased from Sigma-Aldrich unless stated otherwise.

Cells were seeded on 12-well plates (Costar, Corning, NY USA) at 15000 cells/ml/well and cultured for 24 h. One hour prior to the exposure, the culture medium was replaced. The PM samples were reconstituted in 10% dimethyl sulfoxide (DMSO, final concentration 0.05–0.6% v/v in culture medium depending on PM dose) in embryo-transfer water (W1503) under sonication (30 min, below +35 °C). The cells were exposed to five concentrations (25 μg/ml, 75 μg/ml,
150 μg/ml, 200 and 300 μg/ml) of each PM sample, in duplicate, for 24 h at +37 °C, 5% CO2. After the exposure, the cell culture medium was salvaged and frozen at −80 °C for cytokine analysis. The cells were washed with 1 ml phosphate buffered saline (PBS) and detached by trypsinization (1 ml trypsin-ethylenediaminetetraacetic acid (EDTA) per well, 5-minute incubation at +37 °C, 5% CO2), followed by the addition of 0.1 ml FBS to stop trypsin activity. The cellular metabolic activity (CMA) was analyzed by 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT) assay of two 100 μl aliquots from each duplicate. Cell membrane integrity was analyzed by propidium iodide (PI) exclusion assay, and intracellular oxidative stress by 2′,7′-dichlorofluorescin (DCF) assay of a 200 μl aliquot of the duplicates. A 600 μl aliquot of one of the two duplicates was fixed in 70% ethanol and stored at +4 °C for cell cycle analysis, and a 100 μl aliquot of the other of the two duplicates was analyzed for genotoxicity using Single Cell Gel Electrophoresis (SCGE) assay. Each exposure experiment was performed four times. Untreated control cells, filter blank samples corresponding to 150 μg/ml PM dose in volume, and method-specific controls were treated similar to PM samples at each step.

2.4. Toxicological analyses

Cellular metabolic activity, oxidative stress, cell membrane integrity and genotoxicity were measured as described by Kasurinen et al. (2017). We chose the median amount of DNA in the tail as the parameter to estimate genotoxicity using SCGE assay, based on recommendations by Duez et al. (2003); Sunjog et al. (2013). The medians of the four repeated, independent experiments were averaged and the acquired averaged median used as the reported parameter.

IL-8/CXCL8 level was analyzed using enzyme-linked immunosorbent assay (ELISA) kit (R&D Systems, Abingdon, UK) on 96-well plates (Nunc Maxisorp), according to the manufacturer’s instructions with the following exceptions: IL-8 standards were prepared in Reagent Diluent (0.1% bovine serum albumin, 0.05% Tween 20 in Tris-buffered saline (20 mM Trizma base, 150 mM NaCl in deionized water), pH 7.2–7.4, 0.2 μm filtered) in concentrations of 0, 18.8, 37.5, 75, 150, 300 and 600 pg/ml; Streptavidin-Horse Radish Peroxidase (HRP) conjugate solution was diluted to 1% v/v in Reagent Diluent to avoid signal saturation. 3′,3′,5′,5′-tetramethylbenzidine (TMB, Life Technologies, Frederick, MD, USA) was used as substrate. Absorbance was recorded at 450 nm.

Cell cycle phase distribution was analyzed from cells fixed in 70% ethanol. The cells were centrifuged (480 g, 5 min, +4 °C) and ethanol was removed. Cell pellets were washed with 1 ml cold PBS, and then resuspended in 500 μl cold PBS. 7.5 μl RNase A (10 mg/ml) was added to each tube and samples were incubated at +30 °C for one hour, followed by the addition of 4 μl propidium-iodide (1 mg/ml) and incubation at +37 °C for 30 min. Flow cytometric analysis of the cell cycle was carried out using BD FACSCanto™II (BD Biosciences, San Jose, CA USA).

2.5. PM composition

2.5.1. Inorganic elements and ions

Inorganic elements (Li, Be, B, Na, Mg, Al, K, Ca, Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Zn, As, Se, Rh, Sr, Mo, Ag, Cd, Sb, Ba, Ti, Pb, Bi, Th, U) were analyzed by inductively coupled plasma mass spectrometer (ICP-MS, Agilent Technologies 7700) according to standard EN ISO 17294-2. The samples were first eluted with HNO3 and HF, then heated within 20 min to +190 °C and kept at this temperature for 20 min. The detection limits were 0.005 μg (Be, V, Cr, Co, Ni, Cu, As, Se, Rh, Sr, Mo, Ag, Cd, Sb, Ba, Ti, Pb, Bi, Th and U) and 0.025 μg (Li, Ti, Mn, Zn and Ag). 0.075 μg (Fe), 0.25 μg (Mg and Ca) and 1 μg (Na and K).

Anions (Br−, Cl−, NO2−, SO42−, F−, PO43−) were analyzed with ion chromatography (IC, Metrohm Compact 882 IChem with column Metrosep a SUPP5-150/4.0) according to standard EN ISO 10304-1-2. The samples were prepared by eluting with NaOH and Na2CO3 in an ultrasonic treatment. The detection limits were 1 μg (Br−, Cl−, NO2−, SO42−, PO43−) and 2 μg (F−).

2.5.2. Polycyclic aromatic hydrocarbons

A total of 30 unsubstituted and alkylated polycyclic aromatic hydrocarbons (PAH) were analyzed by using a gas chromatograph mass spectrometer (6890N GC, equipped with 5973 inert Mass Selective Detector, Agilent Technologies). HP-17-MS column was used for the separation of the compounds. The equipment was operated with selected ion monitoring (SIM) mode. The analysis was carried out as described in Sippula et al. (2013). The detection limit of the method was 0.1 ng/ml. The sum of the known genotoxic PAH compounds were calculated according to World Health Organization, International Programme on Chemical Safety, 1998.

For analysis of selected PAH and oxygenated PAH extraction was carried out with dichloromethane (GC ultra-grade, Roth, Germany) in an ultrasonic bath. Prior to extraction approximately 1.5 mg samples were spiked with internal standard mixtures. Sonication was carried out three times, each with 500 μl of solvent for fifteen minutes. The three extracts were combined and filtered over PTFE syringe membrane filters (0.2 μm, Sartorius, Germany) and finally the volume was reduced to 100 μl. Samples were directly injected to the GC-MS-System (Shimadzu GCMS-QP2010 Ultra, Shimadzu, Japan), which was equipped with a 30 m BPX-5 column from SGE (0.22 mm ID, 0.25 μm film, SGE, Australia). A calibration was done by using the same set of internal standards and procedures (except sonication and filtration). Relative Standard Deviations of the procedure were calculated via the confidence intervals.

2.6. Statistical analyses

Levene’s test was used to test for homogeneity of variance. In the case of equal variances, comparisons of samples vs. single control were performed by one-way ANOVA followed by Dunnett’s two-sided post-hoc test, and in the case of unequal variances by Welch’s F-test followed by Dunnett’s T3 post-hoc test. For pairwise comparisons between samples, one-way ANOVA followed by Tukey’s HSD test was performed when variances were equal; in the case of unequal variances, Dunnett’s T3 post-hoc test was used. For SCGE assay, statistical analysis was performed by the nonparametric Jonckheere-Terpstra test for ordered alternatives, as suggested by Duez et al. (2003). Spearman’s ρ correlation was run to determine the correlations between observed cellular responses at different endpoint analyses and the measured chemical components in PM samples. The results of the statistical tests were considered significant when p < 0.05. Statistical analyses were performed using IBM SPSS version 23.

3. Results

3.1. Sample collection, atmospheric and meteorological conditions, and air quality

Fig. 3 illustrates the variations of calculated PM concentrations in air during the two sampling campaigns, based on the collected sample masses by HVI. The observed PM concentrations were higher during October compared to August in all size ranges. In August, all size-segregated samples showed lower average mass concentrations at night than in the daytime, whereas in October virtually no difference in average mass concentrations between day and night were observed, but variations were present between samplings (Supplementary Table S1). The highest concentrations were seen for October PM10-2.5, twice higher than August during the daytime samplings, and over three times higher than August for nighttime samplings. PM2.5-1.0 concentrations were very similar for day and night during both campaigns, but much higher in October than August. PM1-0.2 concentrations were higher than PM2.5-1.0, with highest concentrations during daytime August and at
night in October. The variation in concentrations between sampling campaigns was the lowest for PM$_{2.5}$. Day-night variation was the greatest for August PM$_{10-2.5}$, and relatively large for August PM$_{2.5}$. In October, day-night variation was very low.

A summary of sampling durations, meteorological parameters (temperature, relative humidity, atmospheric pressure, wind speed and direction, rainfall, and solar irradiation) and the results of continuous air quality measurements for daytime and nighttime samplings are displayed in Table 1. In Table 2, we present an overview of the corresponding air mass back trajectory analyses. These data for the individual sample collections are available in (Supplementary Table S2). As shown in Table 1, the average hourly temperatures in August were clearly higher in comparison with October during both day and nighttime. During both campaigns, the daytime average temperature was slightly higher than night. The relative humidity was higher during nighttime than during daytime. The average atmospheric pressure was lower during the August campaign compared to October. Furthermore, the rainfall during the August campaign, of which approx. 75% were accumulated during daytime mainly during two days, and the rest mainly during one night, whereas there was no rainfall in Nanjing during the October. In addition, the average time after last rainfall before the air masses entered the measurement site was 34 h during the August campaign, and 86 h during the October campaign. These findings highlight the different weather types and aerosol age for the campaigns.

During both sampling campaigns, the wind speeds were lower during the stable conditions at night than during the turbulent conditions in the day; correspondingly, the percentages of calm weather (defined as wind speed below 1.0 m/s) were higher during nighttime when compared to day. In August, the daily average PM concentration rose from the minimum at ca. 04:00 towards the maximum at 20:00, whereas in October, the lowest PM concentration was observed at ca. 10:00 and the maximum was reached at 22:00 (data not shown). The monitored gaseous pollutants display day-night variations; SO$_2$, mainly emitted during nighttime, reaches its peak at ca. 11:00, and the concentration dropped sharply to its minimum at ca. 16:00 displaying an inverse relationship with solar irradiance and O$_3$.

The prevailing wind directions were Northeast and East during the August campaign and North during the October campaign (Fig. 4). According to the air mass backward trajectory analysis (Table 2), during the August campaign the air masses originated mostly from the marine areas (Sector 1: 36.7%, Sector 2: 24.2%, Sector 3: 32.5%, Sector 4: 0.0%, Sector 5: 6.8%; on average, 54 h over sea), whereas during the October campaign the air masses were more of continental origin (Sector 1: 63.7%, Sector 2: 2.1%, Sector 3: 2.7%, Sector 4: 0.0%, Sector 5: 31.5%; on average, 23 h over sea). It is worth noting that the Sector 4 was not represented at all in either campaign, removing the emission contributions from downtown and southwestern Nanjing as well as Southwestern China from the collected PM samples. This is in accordance with the wind directions: the wind sector from Southwest to West has a very low frequency in both campaigns (Fig. 4). The wind direction patterns are quite similar during the daytime and nighttime during the August campaign, whereas during the October campaign they differ distinctly: during the daytime the wind blows mainly from North, whereas during the nighttime the wind directions are distributed almost evenly between North and South. The air quality data (TEOM, Table 1) shows that both the PM$_{10}$ and PM$_{2.5}$ concentrations are higher during the nighttime. The air mass origins display no large differences between the daytime and nighttime fractions of the air mass sectors. As shown in Fig. 5, in August the Northern air masses (Sectors 1 and 5) had encountered no recent rains, whereas in Sectors 2 and 3 the rainsfalls

**Table 1** Summary of sampling durations, local weather conditions in Nanjing, and the results of continuous air quality measurements during sample collection. Averaged results.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>August</th>
<th>October</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling duration (h)</td>
<td>Day</td>
<td>Night</td>
<td>Day</td>
<td>Night</td>
</tr>
<tr>
<td>T (°C)</td>
<td>31.8</td>
<td>28.9</td>
<td>18.6</td>
<td>14.7</td>
</tr>
<tr>
<td>RH (%)</td>
<td>60.0</td>
<td>72.1</td>
<td>48.3</td>
<td>64.5</td>
</tr>
<tr>
<td>p (mb)</td>
<td>999.8</td>
<td>999.8</td>
<td>1017.7</td>
<td>1017.9</td>
</tr>
<tr>
<td>Wind direction (°)</td>
<td>27.3</td>
<td>21.1</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td>Rain (mm)</td>
<td>60.4</td>
<td>20.7</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Solar irradiance (W/m²)</td>
<td>451.6</td>
<td>25.1</td>
<td>443.9</td>
<td>5.7</td>
</tr>
<tr>
<td>Calm (% of time)</td>
<td>10.1</td>
<td>19.7</td>
<td>23.4</td>
<td>58.1</td>
</tr>
<tr>
<td>SO$_2$ (ppb)</td>
<td>6.0</td>
<td>5.2</td>
<td>10.0</td>
<td>8.4</td>
</tr>
<tr>
<td>H$_2$S (ppb)</td>
<td>0.9</td>
<td>1.3</td>
<td>1.0</td>
<td>2.3</td>
</tr>
<tr>
<td>NO (ppb)</td>
<td>4.5</td>
<td>3.9</td>
<td>7.0</td>
<td>37.4</td>
</tr>
<tr>
<td>NO$_2$ (ppb)</td>
<td>9.1</td>
<td>12.5</td>
<td>13.0</td>
<td>25.4</td>
</tr>
<tr>
<td>NH$_3$ (ppb)</td>
<td>30.8</td>
<td>16.2</td>
<td>11.9</td>
<td>13.8</td>
</tr>
<tr>
<td>O$_3$ (ppb)</td>
<td>53.7</td>
<td>27.2</td>
<td>47.2</td>
<td>12.8</td>
</tr>
<tr>
<td>PM$_{10}$ (µg/m³)</td>
<td>78.3</td>
<td>78.5</td>
<td>120.3</td>
<td>212.7</td>
</tr>
<tr>
<td>PM$_{2.5}$ (µg/m³)</td>
<td>38.4</td>
<td>35.3</td>
<td>65.3</td>
<td>92.7</td>
</tr>
<tr>
<td>PM$_{10-2.5}$ (µg/m³)</td>
<td>39.9</td>
<td>43.2</td>
<td>55.1</td>
<td>120.0</td>
</tr>
<tr>
<td>PM$<em>{2.5}$/PM$</em>{10}$</td>
<td>0.49</td>
<td>0.45</td>
<td>0.54</td>
<td>0.44</td>
</tr>
</tbody>
</table>

**Fig. 3** Calculated average size-segregated PM concentrations in air during day- and nighttime sample collections in August and October. Error bars represent standard deviation.

**Table 2** Summary of air mass trajectory analysis showing the percentage of time air masses spent in each sector, in or above mixing layer, or over sea. Averaged results.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>August</th>
<th>October</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sector (%)</td>
<td>Day</td>
<td>Night</td>
<td>Day</td>
<td>Night</td>
</tr>
<tr>
<td>Main sector</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Sector1 (%)</td>
<td>34.3</td>
<td>38.1</td>
<td>60.7</td>
<td>65.5</td>
</tr>
<tr>
<td>Sector2 (%)</td>
<td>25.6</td>
<td>23.3</td>
<td>2.1</td>
<td>2.0</td>
</tr>
<tr>
<td>Sector3 (%)</td>
<td>33.0</td>
<td>32.3</td>
<td>4.0</td>
<td>1.9</td>
</tr>
<tr>
<td>Sector4 (%)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Sector5 (%)</td>
<td>7.2</td>
<td>6.3</td>
<td>33.1</td>
<td>30.6</td>
</tr>
<tr>
<td>Height above sea level (m)</td>
<td>336.3</td>
<td>358.0</td>
<td>821.2</td>
<td>832.5</td>
</tr>
<tr>
<td>Height above ground level (m)</td>
<td>234.6</td>
<td>255.4</td>
<td>532.8</td>
<td>547.1</td>
</tr>
<tr>
<td>Mixing height at measurement site (m)</td>
<td>780.6</td>
<td>371.9</td>
<td>808.5</td>
<td>228.2</td>
</tr>
<tr>
<td>In mixing layer (%)</td>
<td>87.6</td>
<td>84.8</td>
<td>66.7</td>
<td>67.9</td>
</tr>
<tr>
<td>Above mixing layer (%)</td>
<td>12.4</td>
<td>15.2</td>
<td>33.3</td>
<td>32.1</td>
</tr>
<tr>
<td>Time after last rainfall (h)</td>
<td>28.8</td>
<td>37.2</td>
<td>84.4</td>
<td>86.8</td>
</tr>
<tr>
<td>Over sea (%)</td>
<td>54.5</td>
<td>53.4</td>
<td>22.7</td>
<td>23.1</td>
</tr>
<tr>
<td>Time after last sea touch (h)</td>
<td>20.1</td>
<td>17.5</td>
<td>17.5</td>
<td>17.4</td>
</tr>
</tbody>
</table>
were quite recent and occurred shortly before the air masses crossed the YRD region. This removes some of the pollutant contributions, especially in PM$_{10-2.5}$ fraction, from distant sources from Sectors 2 and 3 while emphasizing the regional emissions of YRD region, which contained a large amount of open fire activity in August as depicted in Fig. 1.

The average mixing depth was higher (524 m) during the August campaign than during the October campaign (446 m). Naturally, there is a strong diurnal variation in the mixing depth (Table 2). The time fractions that the air masses spent during the last 5 days in the mixed layer were 85.9% and 67.5% in the August and October campaigns,
respectively. This is evident, because the corresponding average heights of the incoming air masses during the last 5 days were 350 m and 828 m.

### 3.2. Chemical composition

The recorded masses of PM constituents correspond to 46–47% of PM mass for PM10, 38–59% for PM2.5, 52–86% for PM1.0, and 45–53% for PM0.2; thus, roughly half of PM mass is comprised of material not quantified by our analyses, such as elemental/black carbon, unanalyzed species of organic carbon, and biogenic material. For PM1.0 and PM0.2, the quantified PM constituents amount to 73–86% of total PM mass in the October samples, differing significantly from the August samples where the measured components contribute to 52–55% of PM mass. In PM0.2, this difference is smaller, 53% in October vs. 45–46% in August samples, while there is no such difference in PM10 or PM2.5.

#### 3.2.1. Inorganic elements and ions

The amounts of inorganic elements and ions in PM samples displayed great variability, as shown in Table 3 (extensive tabulation of all measured chemical constituents can be found in the Supplementary Table S3). Distinct differences between PM size ranges, sampling campaigns, and day and night were readily visible for several of the displayed constituents. Elemental Al, Ca, Fe, Mg and Na were most abundant in PM10 and PM2.5. Al, Ca and Fe exhibited higher concentrations in October samples compared to August; Ca concentration was also highest at night except for August PM10. Furthermore, K was more abundant in October than August samples in all size ranges, whereas Na displayed higher concentrations in August. Cl− was most abundant in PM10.5 and PM2.5.4, with a notable presence in PM1.0.2 but displayed very low concentrations in PM0.2. Cd, Cu, K, Pb, and secondary inorganic ion SO42− exhibited lower concentrations in the larger size ranges and relatively higher concentrations in PM1.0.2 and PM0.2. NO3− was abundant in all size ranges. Mass fractions of some constituents, such as Cu and Cl−, showed clear differences between sampling campaigns or day and night in only certain size ranges; Cu exhibited higher concentrations in August PM2.5.1.0 and PM0.2 in comparison with October. Moreover, SO42− displayed higher concentrations at night in August for PM10.5 and PM2.5.0, but was otherwise more abundant in the daytime samples.

#### 3.2.2. PAH compounds

Concentrations of PAH compounds in the PM samples displayed variations between size ranges, sampling campaigns, and day and night, as can be seen in Table 4. PM2.5 contained 79–83% of all measured PAHs, including oxygenated PAHs (OPAHS). The total amounts of PAHs were the greatest in PM2.5.1.0 and PM0.2 fractions, which contributed to 28–39 and 25–33% of total mass of PAHs in the total PM10 mixture, respectively. The contributions to total PAH mass were 11–24% for PM0.2 and 17–21% for PM1.0.2. Unsubstituted and alkylated PAHs and genotoxic PAHs were most abundant in the three smallest size ranges but displayed notable levels in PM10.2.5 as well. Genotoxic PAHs constituted 78–81% of all PAHs in PM0.2, and the greatest genotoxic PAH concentration was observed for the October Night PM0.2 sample. Oxygenated PAHs (OPAHs) displayed high concentrations primarily in PM2.5.1.0 and PM0.2, with again notable amounts in PM10.2.5, but extremely low concentration in PM0.2.

Overall, PAH concentrations were clearly higher at night for both sampling campaigns. The amounts of unsubstituted, alkylated, and genotoxic PAHs for PM10.2.5 were higher in August, whereas in the other size ranges these concentrations were higher in October. OPAH concentrations were drastically higher in October for PM10.2.5, but higher in August for PM2.5.1.0 and PM0.2.2. Fluoranthene, pyrene, and their alkyl derivatives, as well as phenanthrene and chrysene were generally the most abundant unsubstituted and alkylated PAHs, jointly contributing to 70–85% of unsubstituted and alkylated PAHs and 28–74% of all PAHs in the samples (Supplementary Table S3). Benzo[a]pyrene and benzo[k]fluoranthene demonstrated the distribution of genotoxic PAHs between the size range with low concentrations in PM10.2.5 and relatively much higher amounts in PM2.5. The OPAHs 9H-fluoren-9-one, xanthone, 9,10-anthracenedione and 1,8-naphthylidihydrandrene demonstrate the high variability of OPAH concentrations both between size ranges and between the four samples within each size range. These four OPAHs comprised the bulk of measured total OPAH concentrations when they were present in any given sample, and in these samples contributed greatly to the total PAH concentration. Picene and retene were present at low concentrations in most samples, whereas the four OPAHs displayed either not detected or very low concentrations in most samples, but very high concentrations in certain samples. Of these OPAHs, 9,10-anthracenedione was detected in most of the samples, albeit in relatively low concentrations. In contrast, 9H-fluorenone was present in very high concentrations in only October Night PM10.2.5, and both October PM2.5.1.0 samples. High concentrations of xanthone were recorded

### Table 3

Mass concentrations (µg/mg PM mass) of select inorganic ions and elements in size-segregated PM samples.

<table>
<thead>
<tr>
<th>PM Size</th>
<th>August</th>
<th>October</th>
<th>August</th>
<th>October</th>
<th>August</th>
<th>October</th>
<th>August</th>
<th>October</th>
<th>August</th>
<th>October</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Day</td>
<td>Night</td>
<td>Day</td>
<td>Night</td>
<td>Day</td>
<td>Night</td>
<td>Day</td>
<td>Night</td>
<td>Day</td>
<td>Night</td>
</tr>
<tr>
<td>PM10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total inorganics</td>
<td>461.81</td>
<td>470.52</td>
<td>466.67</td>
<td>472.59</td>
<td>422.33</td>
<td>563.78</td>
<td>591.94</td>
<td>381.73</td>
<td>524.12</td>
<td>549.59</td>
</tr>
<tr>
<td>Al</td>
<td>46.07</td>
<td>36.29</td>
<td>61.72</td>
<td>61.35</td>
<td>13.12</td>
<td>10.25</td>
<td>19.11</td>
<td>23.73</td>
<td>1.48</td>
<td>3.29</td>
</tr>
<tr>
<td>Ca</td>
<td>n.d.</td>
<td>0.03</td>
<td>n.d.</td>
<td>n.d.</td>
<td>0.02</td>
<td>0.06</td>
<td>0.01</td>
<td>n.d.</td>
<td>0.04</td>
<td>0.11</td>
</tr>
<tr>
<td>Cd</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Cr</td>
<td>0.22</td>
<td>0.18</td>
<td>0.17</td>
<td>0.16</td>
<td>0.23</td>
<td>0.32</td>
<td>0.14</td>
<td>0.20</td>
<td>0.11</td>
<td>0.14</td>
</tr>
<tr>
<td>Cu</td>
<td>0.23</td>
<td>0.25</td>
<td>0.16</td>
<td>0.20</td>
<td>0.74</td>
<td>0.72</td>
<td>0.29</td>
<td>0.40</td>
<td>0.46</td>
<td>0.34</td>
</tr>
<tr>
<td>Fe</td>
<td>26.71</td>
<td>23.63</td>
<td>36.33</td>
<td>36.20</td>
<td>7.50</td>
<td>7.96</td>
<td>10.94</td>
<td>16.68</td>
<td>1.22</td>
<td>2.03</td>
</tr>
<tr>
<td>K</td>
<td>8.14</td>
<td>6.98</td>
<td>12.01</td>
<td>12.77</td>
<td>5.41</td>
<td>7.80</td>
<td>15.58</td>
<td>19.60</td>
<td>9.48</td>
<td>7.10</td>
</tr>
<tr>
<td>Mn</td>
<td>0.77</td>
<td>0.63</td>
<td>1.01</td>
<td>0.96</td>
<td>0.73</td>
<td>0.79</td>
<td>0.83</td>
<td>1.31</td>
<td>0.66</td>
<td>0.57</td>
</tr>
<tr>
<td>Ni</td>
<td>0.16</td>
<td>0.11</td>
<td>0.13</td>
<td>0.14</td>
<td>0.15</td>
<td>0.13</td>
<td>0.10</td>
<td>0.14</td>
<td>0.15</td>
<td>0.10</td>
</tr>
<tr>
<td>Pb</td>
<td>0.59</td>
<td>0.36</td>
<td>0.49</td>
<td>0.43</td>
<td>0.85</td>
<td>1.02</td>
<td>1.19</td>
<td>1.36</td>
<td>1.52</td>
<td>1.49</td>
</tr>
<tr>
<td>Zn</td>
<td>3.57</td>
<td>4.77</td>
<td>2.77</td>
<td>4.17</td>
<td>7.89</td>
<td>9.35</td>
<td>9.13</td>
<td>12.58</td>
<td>4.80</td>
<td>4.07</td>
</tr>
<tr>
<td>Cl−</td>
<td>22.16</td>
<td>39.24</td>
<td>17.86</td>
<td>14.33</td>
<td>14.16</td>
<td>29.09</td>
<td>20.00</td>
<td>27.00</td>
<td>2.91</td>
<td>11.32</td>
</tr>
<tr>
<td>SO42−</td>
<td>32.84</td>
<td>58.48</td>
<td>42.90</td>
<td>41.28</td>
<td>174.75</td>
<td>222.46</td>
<td>242.57</td>
<td>1.87</td>
<td>426.02</td>
<td>339.66</td>
</tr>
<tr>
<td>NO3−</td>
<td>177.78</td>
<td>181.20</td>
<td>133.59</td>
<td>93.29</td>
<td>146.04</td>
<td>219.79</td>
<td>229.73</td>
<td>222.00</td>
<td>64.29</td>
<td>167.24</td>
</tr>
</tbody>
</table>

Bold numbers indicate maximal values within the four samples in each size range. n.d. = not detected.
in October PM_{10-2.5} samples and October Night PM_{2.5-1.0} 1.8-naphthalic anhydride displayed a clear presence in August samples for PM_{10-2.5}, PM_{2.5-1.0} and PM_{0.2}, with the only recorded October sample containing it being October Night PM_{1.0-2.5}.

### 3.3. Toxicological characteristics

#### 3.3.1. Intracellular oxidative potential

As illustrated in Fig. 6, PM_{10-2.5} induced a dose-dependent oxidative stress response in A549 cells, with October Day sample reaching up to 75.8% and October Night up to 85.7% increased responses compared to negative control; yet, no significant differences between August and October were detected. Virtually no response was observed for the lowest 25 μg/ml dose, and 75 μg/ml dose induced increased responses only for October Day and Night samples (12.4% and 14.7% increased responses, respectively). The sub-PM_{2.5} size ranges showed no significant responses, but August Day sample produced generally higher responses than the other samples in these size ranges.

#### 3.3.2. Cytotoxicity

As shown in Fig. 7, all PM samples induced dose-dependent decreases of CMA; the greatest cytotoxic effects were observed for PM_{2.5-1.0} and PM_{0.2}. For PM_{10-2.5}, reduction of CMA reached its peak at 29.8–30.9% for 300 μg/ml dose in all samples; filter blank sample caused 12.6% reduction of CMA, which was roughly equivalent to the response level of the lowest PM dose. PM_{2.5-1.0} induced reduction of CMA...
reached 41.6–43.4% for the highest dose of August samples, and up to 35.8–35.9% for the corresponding dose of October samples. The responses for the lowest dose were between 15.8 and 22.5% reduced CMA with no significant differences between August and October. On the other hand, significant August–October differences were detected for the two highest doses. PM$_{1.0-0.2}$ produced significant responses for both August samples, up to 37.6% decreased CMA for 300 μg/ml dose of August Day sample and 31.3–32.0% decreases for 200 μg/ml dose of both August samples, with blank control causing 12.4% decreased CMA. In contrast, the October samples induced at most 25.2% reduction of CMA for October Night and 22.9% for October Day, with both reaching a peak response level starting at 150 μg/ml dose. PM$_{1.0-0.2}$ August samples showed higher cytotoxic responses than October samples, with August samples causing 46.1–46.7% decreased CMA for the highest dose whereas October samples decreased CMA by 30.4–34.9% at the same dose, and blank control caused 10.0% decreased CMA. The October Night sample reached its peak response level of approx. 30% reduced CMA already for 75 μg/ml dose, and October Day sample showed a stable peak response level of 34–35% for doses 150–300 μg/ml.

Integrity of the cell membrane was measured by propidium iodide (PI) exclusion assay, utilizing a DNA dye unable to freely permeate an intact cell membrane (data not shown). No significant increase of PI-positive, i.e. membrane-compromised, cells was observed for PM$_{10-2.5}$ compared to control. For PM$_{2.5-1.0}$, the responses ranged from the control level of 2.2% up to 15.5% PI-positive cells. PM$_{1.0-0.2}$ samples displayed significant increases of PI-positive cells from control level of 6.9% up to 22.7%, but no clear pattern was observed. Except the October Night sample, all PM$_{2.5}$ samples induced significant increases of PI-positive cells starting from 75 or 150 μg/ml doses, ranging from 6.0% up to 15.0% PI-positive cells.

### 3.3.3. Genotoxicity

As depicted in Fig. 8, PM$_{10-2.5}$ induced a very strong genotoxic response, especially for the August samples. August Day induced a significant dose-dependent increase of DNA damage with up to 41.1% DNA in tail for the highest dose. August Night did not show a dose-dependently increasing genotoxic response but exhibited 21.8% DNA in tail already for 75 μg/ml dose, with peak response level at 29.0% DNA in tail for 150 and 200 μg/ml doses; the response for the highest dose was lower at 12.5% DNA in tail. October samples produced lower responses, reaching 16.2–17.1% DNA in tail for the highest dose and a dose-dependent increase of DNA in tail for the October Night sample. PM$_{2.5-1.0}$ showed no significant dose-dependent increases of DNA in tail. PM$_{1.0-0.2}$ exhibited significant increases of DNA in tail except for the August Day sample, but the highest observed responses were low at 7.5–9.0% DNA in tail. PM$_{0.2}$ induced significant dose-dependent increases of DNA in tail for the August and October Night samples, with peak response level of 6.4–7.1% DNA in tail. Yet, the greatest responses in this size range were observed for the highest dose of August and October Day samples, which induced 9.4–9.8% DNA in tail.

### 3.3.4. Cell cycle phase distribution

The recorded percentages of cells in Sub-G1/G0 phase are illustrated in Fig. 9. In PM$_{10-2.5}$, only the largest dose of August Night sample exhibited a significant increase of Sub-G1/G0 phase population size to 7.7%; Sub-G1/G0 population size for filter blank was 3.1% of all recorded cells. PM$_{2.5-1.0}$ caused significant cell cycle changes; all samples induced dose-dependent increases of Sub-G1/G0 phase population, with clear differences to filter blank starting from 75 (night samples) and 150 μg/ml doses (day samples). October samples produced the highest
responses; October Night sample exhibited 15.1–17.6% cells in Sub-G1/G0 phase for 150–300 μg/ml doses and October Day 9.3–12.4% for the same doses. August Night sample showed 7.8–10.7% and August Day 5.9–8.0% cells in Sub-G1/G0 phase for 150–300 μg/ml doses.

The increase of Sub-G1/G0 population for PM1.0–0.2 demonstrated capped responses; the amount of cells in this phase reached its maximum value for 200 μg/ml dose for all samples with a slightly lower response for the largest dose. The greatest response was observed for August Day sample (12.0%), followed by October Night at 11.5%. In contrast to the larger size ranges, the smallest doses of PM1.0–0.2 caused significant, yet mild, increases of Sub-G1/G0 population.

The cell cycle effects were greatly pronounced for PM0.2. A significant dose-dependent increase of Sub-G1/G0 population was observed for all samples with the highest responses for October samples; 20.3% cells were in Sub-G1/G0 phase for the highest dose of October Night and 15.6% for October Day. Both October samples also caused significant responses already for the lowest dose (3.9–4.7% cells in Sub-G1/G0 phase). In contrast to October samples, August Day caused a higher response than August Night, 13.9 and 10.6% for the highest dose.

3.3.5. Inflammation - proinflammatory chemokine IL-8/CXCL8

As shown in Fig. 10, the responses for PM1.0–2.5 exhibited a high IL-8 level for the smallest dose for all samples (91.9–120.3% increase compared to untreated control), but the responses were not dose-dependent for August samples and inversely dose-dependent for October samples. The highest IL-8 levels were elicited by August Night sample, which produced 149.0% increased IL-8/CXCL8 concentration for 150 μg/ml dose. October samples elicited their highest responses, 107.5–110.5% increase, for 75 μg/ml dose, but for doses 150–300 μg/ml the increasing dose resulted in decreasing IL-8 concentration. The largest dose of October samples reduced the IL-8 concentration to only 17.7–20.2% higher than the control level.

Significant dose-dependent increases of IL-8/CXCL8 concentration were detected for August samples in PM2.5–1.0 size range, with the highest dose of August Night sample producing the highest IL-8 response. 243.9% increase compared to control, out of all studied samples in all size ranges. August Day sample reached 171.6% increased response for the highest dose, whereas the October samples showed bell-shaped response curves with the responses for the smallest and highest doses at similar levels of 31–47% higher than control level.

The responses for PM1.0–0.2 were low in comparison to the other size ranges. August Night sample exhibited dose-dependency with 105.0–107.4% increased IL-8/CXCL8 concentration for 200 and 300 μg/ml doses. August Day and October Night showed shallow bell-shaped response curves in the range of 34.4–67.9% increased concentration, while October Day elicited a slowly declining response-curve with the highest concentration, 58.0% increase over control level, for 25 μg/ml dose and the lowest concentration, 32.5% higher than control level, for 300 μg/ml dose.

In PM0.2 size range, August Night sample elicited the greatest dose-dependent inflammatory response, reaching 196.2% increase over control level for 300 μg/ml dose. August Day and October Night showed also dose-dependently increasing response-curves with the highest concentrations at 94.1% and 118% higher than control level. The highest response for October Day, 82.6% increased IL-8/CXCL8 concentration, was observed for 75 μg/ml dose.

4. Discussion

In this study, we assessed in Nanjing, China how fluctuating atmospheric processes, meteorological conditions, and variations in
emissions affect the concentration and chemical composition of urban air PM size ranges and their toxicological properties.

During our August campaign, Nanjing hosted the Asian Youth Games (August 16 – August 24, 2013). Thus, the Nanjing government had erected temporary emission control measures in August, including pause of production at key emission enterprises, pause of construction works, and restrictions on road vehicles (Qi et al., 2016). Despite the emission control, industry and traffic were estimated to be the most important sources of trace elements in PM$_{2.5}$, followed by soil dust, emissions from electroplating and electronics industry, and coal burning. However, during the Asian Youth Games, the contributions of coal burning, industry, and soil dust (attributed to construction) were substantially lower than before the emission control measures. The average PM$_{2.5}$ concentration of 100.23 $\mu$g/m$^3$ reported by Qi et al. during July – August 2013 was significantly higher than the August average PM$_{2.5}$ concentrations of daytime 35.3 $\mu$g/m$^3$ and nighttime 38.4 $\mu$g/m$^3$ in the present study. This difference likely highlights the effects of local emissions near the different sampling locations. Indeed, most of the trace element concentrations in the current PM$_{2.5}$ samples corresponded well with their observations.

Our data show that the air masses in Nanjing during the August sampling campaign were mostly originated in the Northern and Northeastern China, Yellow Sea, Southern China, and East China Sea (2.2, Fig. 2, Sectors 1–3). These sectors encompass vast sea areas, a source for sea spray particles, and contain heavy marine traffic, especially in the Yellow Sea, near Shanghai and coastal waters in general, which produces emissions from fuel oil combustion, such as SO$_2$, NO$_x$, and PAHs, contributing significantly to the total PM mixture. The marine aerosols from East China Sea and Southern China cross continental areas before arriving in Nanjing, most notably the heavily polluted mid-YRD region in the East, and the southern megacities, such as the Guangzhou-Shenzhen-Hong Kong region. During the October campaign, the intense fire activity in the Northeastern China is a likely source of long-distance transported biomass combustion emissions, whereas fire activity near the Eastern China coast and YRD region was much lower than in August (2.1, Fig. 1). The fire map data emphasize the influence of biomass combustion in Northern and Northeastern China in October, whereas the regional biomass combustion emissions in the YRD region were prominent in August. Moreover, during both campaigns there was significant fire activity in the neighboring regions around Nanjing, indicating contributions of local and nearby regional emissions.

In both August and October, the higher PM concentrations during the nighttime compared to daytime are largely affected by the decreased mixing layer depth and calm weather conditions during the night, but they can be influenced by local emission sources as well. The measured masses of size-segregated PM fractions showed that PM$_{2.5}$, the fraction mainly originated from anthropogenic high-temperature processes, contributed to 43.6–53.8% of total PM$_{10}$ mass during the sampling campaigns. This is in accordance with the results reported by Chen et al. showing annual mean PM$_{2.5}$/PM$_{10}$ ratio of 0.45 ± 0.09 in 2013, and monthly mean ratio of 0.50 ± 0.09 in August 2013 in Nanjing (Chen et al., 2017c). The calculated mass concentrations from the HVCI samples and the measured PM$_{10}$ and PM$_{2.5}$ mass concentrations from the TEOM measurements showed comparable results.

The atmospheric conditions have large effects on the formation and phase partitioning of secondary aerosols and on the contributions of local and regional transported emissions. Under heavy pollution periods, high relative humidity has been reported to increase the formation of secondary aerosol particles by humidity-related processes, such as heterogeneous reactions in the liquid-phase and condensational particle growth, enhancing the contribution of local emissions. On the other hand, low RH conditions allow for larger contributions of regionally transported emissions in the particle mixture (Tang et al., 2016). The gaseous air pollutants indicate higher anthropogenic emissions in

![Fig. 9. Cells with severe DNA damage as measured by flow cytometric cell cycle phase analysis on ethanol-fixed and permeabilized PI-stained A549 cells. * denotes significant difference (p < 0.05) to control; letters denote significant difference to the same dose of another sample (a August Day, b August Night, c October Day, d October Night). Error bars represent SEM, n = 4.](image-url)
October compared to August. The long-range transport aerosols, which had encountered rainfall much more recently in August than in October, contained assumably less long-range transported PM in August than in October due to particle wet deposition, which reportedly affects especially PM$_{10-2.5}$ (Guo et al., 2016). However, the air mass during the October campaign had spent over twice the time above mixing layer compared to that seen during August, augmenting the regional and local emission contributions. Moreover, the longer time spent in the mixing layer can lead to increased pollutant concentrations and influence of long-range transport in the air parcel in August.

The higher O$_3$ levels during August were likely affected by the higher temperature and solar irradiance compared to October, which facilitate its formation from precursor aerosols, such as NO$_x$ and volatile organic compounds (VOCs) (Sillman, 1995). Given the relatively similar solar irradiance values during August and October days, and the higher NO$_x$ concentrations in October, the temperature appears to have a large contribution to O$_3$ formation in August. High tropospheric O$_3$ concentration is an important contributor to smog formation and is a challenging air quality problem in the densely populated, developed regions in China (Li et al., 2017). On the other hand, the high temperatures in August may lead to reduced partitioning of NH$_3$ to particle phase, thus yielding elevated gaseous NH$_3$ levels in August despite the high RH. Wang et al. have reported a linear correlation between gaseous NH$_3$ concentration and temperature; additionally, they observed a negative correlation between gaseous NH$_3$ and particulate-phase ammonium (Wang et al., 2015). In contrast, the observed lower gaseous NH$_3$ concentration in October and the higher NO$_x$ contents of our PM$_{10}$ samples compared to August could be affected by the partitioning of ammonium nitrate to the particle phase at low temperature and high RH conditions (Squizzato et al., 2013).

NO, NO$_2$, and NH$_3$ average concentrations exhibited drastic differences between August and October; the significantly elevated levels of NO and NO$_2$ during October nights indicate extensive fossil fuel combustion, whereas the sharp increase of NH$_3$ level during daytime August suggests increased agricultural emissions. As reported by Kang et al., the majority of NH$_3$ emissions in China are from livestock waste and synthetic fertilizers (Kang et al., 2016). However, NH$_3$ is also attributable to industrial and engine exhaust emissions (Wang et al., 2015). Yet, due to the emission control measures in August, the contribution of local industry and traffic emissions is assumably lower in comparison with October.

Utilizing the experimentally identified diagnostic ratios of specific PAH components proposed by Fu et al., the PAH ratios in the current PM samples generally imply a greater contribution of coal and biomass combustion compared to diesel and gasoline combustion with some temporal variations (Fu et al., 2010). In all PM size ranges and the total PM$_{10}$, the significantly higher ratio of benzo[b]fluoranthene/fluorene in the night samples compared to day, and in the October samples compared to August, indicates substantially elevated contributions of biomass and coal combustion at night and in October. The fluctuations in the PM$_{10}$ ratio of dibenz[a,h]anthracene/fluorene imply diesel and gasoline combustion-dominated emissions during daytime, coal and biomass combustion-dominated emissions at night, and a moderately higher contribution of coal and biomass combustion in October compared to August. The ratio of fluoranthene/(fluoranthene + pyrene) in PM$_{10}$ also indicates higher contribution of coal and biomass combustion in October compared to August. The ratio of fluoroanthene/(fluoranthene + pyrene) in PM$_{10}$ also indicates higher contribution of coal and biomass combustion in comparison with fuel and oil combustion (Yunker et al., 2002). The substantially higher ratios of benzo[a]pyrene/benzo[e]pyrene and benzo[a]anthracene/chrysene in the October Night sample when compared to all the other samples can indicate a significantly
larger contribution of fresh emissions and reduced atmospheric aging (Zhang et al., 2017). Picene has been identified as a tracer of coal combustion (Oros and Simoneit, 2000; Zhang et al., 2008), and displayed generally higher concentrations in the night samples compared to day but little variation between August and October, suggesting relatively stable coal combustion in August and October with higher combustion activity at night. A similar day-night pattern was also observed for retene, a tracer of wood combustion (Simonett et al., 2000), but the difference between August and October was drastic. The retene level in October total PM$_{1.0}$ was less than half of August, indicating higher wood combustion activity in August. However, in the absence of specific emission profiles of the local and regional emission sources, the PAH ratios should be considered rather suggestive of the predominant sources. Especially the high amounts of benzo[b]fluoranthene in virtually all our samples can cause exaggerations when estimating the combined contributions of coal and biomass combustion compared to diesel and gasoline line combustion.

The observed OPAH size distributions are drastically different when compared to traffic and suburban OPAHs seen in Paris (Ringuet et al., 2012); in our samples the OPAH levels in the PM$_{0.2}$ fraction were extremely low and their concentrations increased drastically in the PM$_{1.0-0.2}$ and PM$_{0.5-0.1}$ fractions. In contrast, Ringuet et al. have reported high traffic and suburban OPAH levels in PM$_{0.2}$ fraction, and decreased concentrations with increasing particle size (Ringuet et al., 2012). However, physical processes in the HVCI during sample collection can influence the observed size-distribution of semi-volatile PAH compounds; for example, desorption from the lower stages induced by low pressure can lead to decreases in observed PAH levels in the smaller size ranges (Di Filippo et al., 2010; Zhang and McMurry, 1991).

Overall, the PAH diagnostic ratios indicate increased contributions of coal and biomass combustion in October and at night, and generally larger contributions of solid fuel combustion in comparison with traffic-related combustion. The role of coal combustion appears to be higher in October than in August. The August Day and Night PM$_{1.0}$ diagnostic ratios indicate these two samples had undergone the most extensive atmospheric aging, with only slightly less observed aging for the October Day sample. In contrast, the October Night PM$_{1.0}$ displayed drastically larger contribution of fresh PAH emissions. In our previous study of Nanjing urban air PM collected in May 2013 at the same sampling site as in the current study, we reported that sulfated multicomponent particles, as well as soot and other carbonaceous particles were the most common particles in the urban aerosol (Jalava et al., 2015). In that study, the most typical components were C, oxide, K, and S, but trace metals such as Al, Fe, Cu, and Zn were common as well. These findings are mostly in line with the current study. While several metals, like Mg, Si, Na, Pb, and Fe, were associated with the sulfur-rich particles, some particles contained primarily organics (Jalava et al., 2015). These findings demonstrate the complex nature of the composition, sources, and atmospheric transformations of the PM in Nanjing.

4.1. PM$_{0.2}$

It is well established that urban PM$_{0.2}$ consists primarily of primary local emission particles originated from high-temperature processes in combustion, industry, and traffic. These particles have a short atmospheric lifetime up to several hours, due to particle growth via condensation and coagulation, and their deposition onto surfaces.

In the present study, the chemical characteristics of PM$_{0.2}$ samples showed relatively high PAH content, very low metal and high SO$_4^{2-}$ content, and elevated levels of As, Cd and Cu. Incomplete combustion and pyrolysis of fossil fuels and biomass are the most important sources of atmospheric PAHs (Ravindra et al., 2008), whereas SO$_4^{2-}$ is indicative of fuel combustion and industrial emissions (Reiss et al., 2007). As is an indicator of coal combustion, whereas Cd and Cu are typically prominent in industrial and biomass combustion emissions. Elevated Cu levels have been reported in smelter and power plant emissions in Nanjing (Chen et al., 2017b). The large fraction of genotoxic PAHs in the samples indicates the high potential for toxicity, as reviewed by Dat and Chang (2017); Kim et al. (2013). Altogether, the chemical profile of the studied samples suggests large contributions from fossil fuel and biomass combustion, and industrial processes. Moreover, detected high PAH content in the October samples implies the increase of combustion processes in the autumn.

Daytime and nighttime samples from the same sampling periods showed substantial variation in composition. The night samples indicated a higher occurrence of fossil fuel and biomass combustion compared to day, likely due to domestic heating. The levels of wood and coal combustion tracer PAHs retene and picene (Oros and Simoneit, 2000; Simonett et al., 2000; Zhang et al., 2008) were higher in the night samples compared to corresponding day samples suggesting that these activities occurred mostly during the dark hours. The total and genotoxic PAH concentrations were clearly higher in the October samples compared to August and in the night samples compared to day, demonstrating the more extensive combustion activity in October and at night. The atmospheric photochemical reactions and the subsequent chemical degradation of PAHs during the daytime can lead to decreased PAH concentrations, whereas low temperature and mixing layer height, and high RH can act to elevate the PM and PAH concentrations at night. Moreover, the large proportion of calm weather seen in October and especially at night facilitates the accumulation of airborne pollutants. However, given the short atmospheric lifetime of PM$_{0.2}$, the chemical degradation of PAHs in this size range is likely a less important factor in comparison with the size fractions with longer atmospheric lifetimes, such as PM$_{1.0-0.2}$ and PM$_{0.5-0.1}$. Regardless, the August Night sample contained the most picene and retene in this size range with over twice the concentration of retene compared to the October Night sample, suggesting increased contributions of local coal and especially wood combustion in August. However, this is in contrast with the total PAH concentrations in the samples and the drastically higher K concentrations in the October samples compared to August samples.

Potassium has been related to a number of sources including biomass and garbage combustion (Hu et al., 2013; Li et al., 2010; Yang et al., 2017). Chen et al. reported enriched K and Mn in local straw burning emissions in Nanjing and Wuxi, and identified straw burning as one of the major source of particulate K; K and Pb were also observed for garbage incineration emissions, possibly due to kitchen and household waste (Chen et al., 2017b). Contrasting with the PM size-distribution of K from biomass combustion reported by Chen et al., the samples in the current study show higher proportions of K in the smaller size ranges. Overall, biomass combustion is likely an important source of K in the smaller, high-temperature process-derived particles in the current study. The temporal and regional variations in biomass burning in China are large. In general, the biomass contribution is lower in winter when coal combustion-based heating systems dominate, but increases in summer and autumn during harvesting periods, as reviewed in (Chen et al., 2017a). The slightly larger contribution of southerly winds during October nights and their relative absence during October days add another source of variation into the composition of the PM mixture, increasing the influence of local emissions from south of the sampling site.

Previously, Zn has been associated with emissions from industrial and motor vehicles, as well as incinerators (Hu et al., 2013; Liu et al., 2014). High temperature-derived particles rich in Fe and containing Mn or Zn have also been linked to metallurgic emissions (Heis et al., 2013). Moreover, August samples contained slightly more SO$_4^{2-}$ than October samples, with elevated amount in the day samples. This points to enhanced photochemical transformations of sulfur oxides in sunlight; in addition, the elevated concentration in the Day samples could be due to traffic or ship emissions on the nearby Yangtze River in the North, supported by the prevailing wind directions and air mass trajectories from sectors 1 and 5. In contrast, October samples contained substantially more NO$_3^-$ and the levels were higher in night samples than
daytime samples. This may indicate increased coal combustion or traffic emissions in October and during the dark hours, or increased NO₃ oxidation via nitrate radical-dependent reactions when the solar irradiance is low (Stockwell et al., 2003). However, the secondary inorganic aerosols have little evidence of causing toxicity (Graham and Schlesinger, 2005; Reiss et al., 2007; Schlesinger and Cassee, 2003).

4.1.1. Toxicological characteristics of PM₀.2

PM₀.2 particles caused substantial effects on the cell cycle, metabolic activity, and inflammatory response of A549 cells. The October samples elicited larger proportion of cells in the Sub-G₁/G₀ population than August samples, indicating extensive DNA damage or degradation, such as that caused by apoptosis. This is likely influenced by the much higher total and genotoxic PAH concentrations in the October samples. Environmental PAHs have been reported to cause DNA damage and influence the cell cycle (Bai et al., 2017), but there is also evidence of non-additive and inhibitory effects of complex PAH mixtures on genotoxicity and DNA damage (Genies et al., 2016; Libalová et al., 2014). Structural characteristics of PAHs and their derivatives can cause large differences in cellular responses, as demonstrated by the strong cytotoxic effects of redox-cycling ortho-quinoid PAHs when compared to redox-inactive para-quinoid PAHs (Motoyama et al., 2009).

The current samples represent a complex mixture of PAHs and inorganic species with a significant portion of unidentified chemical species, all of which can interact to create variability in the cellular responses. The Day samples in both campaigns showed similar increases of Sub-G₁/G₀ population, but the difference between the Night samples of the two sampling campaigns was very large. The similar responses for the two day samples despite the large differences in the observed chemical compositions suggests divergent pathways leading to the observed effects, while the interaction of the identified and the unanalyzed components may influence these results as well. In addition to the increased Sub-G₁/G₀ population, all samples caused decreased G₁/G₀ populations, and the highest doses of the Night samples greatly diminished S/G₂/M population. These findings suggest cell death with increasingly degraded DNA and largely intact cellular membranes, such as apoptosis, occurring during all phases of the cell cycle. This is supported by the discrepancy of greatly decreased CMA and only slightly increased permeability of the cellular membranes, which indicate that necrotic cell death is not responsible for the observed cytotoxicity. Moreover, the lack of observed dose-dependent cell cycle blocks and the large amount of cells in Sub-G₁/G₀ population suggest that the DNA repair capacity is exceeded, likely resulting in apoptosis.

Most metal constituents, SO₄²⁻, NO₃⁻, PAH compounds, and genotoxic PAHs were strongly associated with the observed cell cycle effects. For example, K, the most abundant metallic species in our samples, and benzo[a]pyrene displayed strong positive correlations for the increased Sub-G₁/G₀ population (ρ 0.904 for K; ρ 0.887 for benzo[a]pyrene), strong negative correlations with the G₁/G₀ (ρ −0.627 for K; ρ −0.617 for benzo[a]pyrene), and moderate or strong negative correlations with the S/G₂/M populations (ρ 0.621 for K; ρ −0.573 for benzo[a]pyrene). As discussed above, K is likely from combustion processes, but it may act as a surrogate for more toxic combustion-derived components; the same applies for the secondary inorganic ions SO₄²⁻ and NO₃⁻. Previously, Könczöl et al. have studied toxicological effects of different metal particles, such as ZnSnO₃, PbSnO₃ and magnetite (Fe₃O₄) and reported of cell cycle alterations in the exposed A549 cells. In their studies, ZnSnO₃ induced arrest in G₂ phase, whereas PbSnO₃ increased the Sub-G₁/G₀ population paired with an increased genotoxic response (Könczöl et al., 2012). In the current samples, Pb and Zn displayed strong positive correlations with the increased Sub-G₁/G₀ population and moderate negative correlations with the G₁/G₀ population. Magnetite has been observed to cause increased Sub-G₁/G₀ and decreased G₁/G₀ populations independently of particle size; however, no indication for activation of the proapoptotic pathway was found (Könczöl et al., 2013). Several other metals in our samples displayed strong correlations with the increased Sub-G₁/G₀ population, but their correlations to the G₁/G₀ and S/G₂/M population sizes were weaker or insignificant.

Although the genotoxic responses for this size range were rather low, the increased Sub-G₁/G₀ population and genotoxic response measured by SCGE showed a moderate positive correlation (ρ 0.597). The genotoxic response could contribute to the observed extensive DNA degradation in the cells, possibly through DNA damage-induced apoptosis. The proinflammatory response also displayed a moderate positive correlation with the Sub-G₁/G₀ response (ρ 0.537), suggesting the interaction of proinflammatory mechanisms and the degradation of cellular DNA. The loss of cell membrane integrity showed no significant correlations with the cell cycle effects, implying the effects were unrelated to cell membrane disruption caused by, for example, necrosis. Although the observed oxidative stress responses after 24 h exposure for PM₀.2 in the current study were at the base line or slightly below it, significant oxidative stress may have occurred earlier during the exposure, as observed for PM₂.₅ by Deng et al. (2013). Thus, it is possible that the oxidant producing chemical species have depleted their reactivity at the 24 h time point, and have caused their toxic effects earlier.

Genotoxic PAHs displayed a moderate association (ρ 0.506) with the genotoxic response, whereas total PAH and OPAH, and genotoxic PAH concentrations were both very strongly associated with the observed cell cycle effects. PM₁₁ was found to induce apoptosis of A549 cells via mitochondrial production of ROS (Soberanes et al., 2009). Additionally, water-soluble PM₂.₅ extracts have been linked to oxidative stress, disturbances in metabolism and signal transduction, imbalanced protein synthesis and degradation, as well as disorganization of cytoskeleton in A549 cells; induction of apoptosis has also been suggested as a key toxicological event (Huang et al., 2014). PAH-derived diol epoxides, redox cycling quinones, and radical cations formed via metabolic transformations of PAHs can result in bulky DNA adducts and oxidative DNA damage, and modulate DNA repair mechanisms, cell cycle progression, and cell fate (Mattsson et al., 2009; Penning et al., 1999; Roos et al., 2016). Overall, several pathways can lead to the observed effects on cellular DNA and cell cycle, and the particle composition may influence the selection and extent of activation of these pathways.

The August samples showed higher ability to hinder cellular metabolism of A549 cells in comparison with the October samples. Most metal constituents and SO₄²⁻ were strongly associated with the reduced CMA and decreased cell membrane integrity. In contrast, only a handful of analyzed PAHs showed strong correlations with CMA response and total PAH level showed no significant association with decreased cell membrane integrity. PAH, metal, and transition metal concentrations have all been associated with cytotoxicity of PM in several studies, and the cytotoxic effects tend to be greater in the smaller PM size ranges (de Kok et al., 2006), while the secondary ions such as SO₄²⁻ and NO₃⁻ are generally considered surrogates and not responsible for the toxicological effects (Graham and Schlesinger, 2005; Reiss et al., 2007; Schlesinger and Cassee, 2003; Schlesinger, 2007). However, sulfuric acid can cause the dissolution of metals in the particulate phase, leading to increased levels of particulate soluble metals; in the case of redox-active transition metals, this can lead to elevated oxidative potential of the particles (Fang et al., 2017).

The strongest correlations for reduced CMA were observed for As, Cr, Cu, Ni, Pb, and Zn. Perrone et al. have reported similar findings of reduced CMA in A549 cells associated with As, Zn, Cu, Cr and SO₄²⁻ present in PM₁₀ and PM₂.₅ (Perrone et al., 2010). Deng et al. have also observed autophagy triggered by PM₂.₅-induced oxidative stress in A549 cells, providing another pathway potentially resulting in cell death (Deng et al., 2013). Indeed, the oxidative stress response showed a strong negative association with the decreased CMA (ρ −0.755) and a very strong negative correlation with cell membrane integrity (ρ −0.755), but no correlations with other toxicological endpoints, suggesting a direct cytotoxic pathway linked to oxidative stress. Toxic metals such as Cr, Cu, Pb, and Zn, as well as SO₄²⁻ displayed strong positive correlations with
the oxidative stress response, which suggests the metal sulfates were largely responsible for the oxidative response. In contrast, the overall PAH and OPAH levels, benzo[a]pyrene, and benzo[k]fluoranthene showed no correlations with oxidative stress. Interestingly, picene (ρ 0.900) and retene (ρ 0.846) displayed very strong correlations with the oxidative stress, implying that some PAHs may contribute to the oxidative stress response. The PM0.2-induced inflammatory response mediated by IL-8/CXCL8 showed distinct variations between August and October with generally lower responses for October samples, and the greatest response elicted by the August Night sample was significantly higher than that of August Day and October Night. However, virtually all components present in the PM0.2 samples showed strong or very strong positive correlations with the inflammatory response.

In summary, these results indicate that the present PM0.2 samples caused cell cycle perturbations and cellular inflammatory reactions in A549 cells. Furthermore, they suggest that the reduced CMA is more closely linked to the inflammatory response than the cell cycle effects, and while the October samples caused more severe cell cycle alterations, the August samples were ultimately more cytotoxic. Metal components were the most negatively associated with cell viability while showing strong associations with oxidative stress, and some of them showed strong associations with the cell cycle responses. In contrast, PAHs and OPAHs were generally strongly associated with the cell cycle effects, and virtually all components appeared responsible for the inflammatory response.

4.2. PM1.0–0.2

A substantial portion of the PM1.0–0.2 fraction originates from primary emissions that undergo chemical and physical transformations in both gaseous and particulate phases, such as condensation of vapors on primary emission particles and agglomeration. These grown particles are mostly covering the accumulation mode in the atmosphere. Other particle sources in this fraction are fresh emissions from incomplete combustion and new particle formation caused by photochemical reactions of volatile organic compounds and nitrogen oxides. Resulting from the very long atmospheric residence time ranging from days to weeks as well as low mass, the particles in this fraction are readily transported by winds to distant locations and contribute to smog episodes.

In the present study, SO4−2 and NO3− dominated the chemical composition, indicating the large contribution of the aged, long-range transported secondary inorganic aerosols (Itohishi et al., 2016; Ying et al., 2014) with a relatively large fraction of PAHs and low proportion of metals. The increased amount of SO4−2 in the day samples can be attributed to enhanced photochemical formation of particulate sulfates. On the other hand, the low NO3− levels in the August samples and higher levels in the night samples compared to day demonstrate the role of photolysis and nightly accumulation of nitrate radical (NO3) required for the heterogeneous reactions between N2O5 and particle-bound liquid water to form nitrate particles (Stockwell et al., 2003). The higher PAH levels in the October samples compared to August, and in the night samples compared to day indicate more combustion activity and decreased atmospheric transformations in October and at night. Yet, the low retene and picene levels in this size range suggest a significant contribution of aged combustion emissions in which these PAHs have been lost due to atmospheric chemical reactions. In these samples 1,8-naphthyllic anhydride and 9,10-anthracenedione were the two most abundant OPAHs comprising a substantial proportion of total PAHs and OPAHs. In general, OPAHs can be directly emitted from combustion processes or emerge as secondary organic aerosols formed via atmospheric transformations induced by UV radiation and reactions with atmospheric oxidants (Walgraeve et al., 2010). However, given their extremely low concentrations in the PM0.2 samples, they are possibly more associated with aged emission particles than fresh combustion particles in our PM1.0–0.2 samples. The notable level of genotoxic PAHs in the samples indicates the toxic potential still present in the samples, whereas their lower levels in the day samples compared to night implies the loss of these chemical components due to atmospheric transformations. The reduced mixing volume at night also contributes to the high nighttime PAH levels. In the relatively small observed metal fraction, notable contributions are seen for Al and Ca, likely originated in various industries such as metallurgical, cement, and ceramic industries, indicators of biomass combustion K and coal combustion As, and Zn, Cr, Cu, Mn, and Pb which can be from a wide variety of sources including construction, traffic and industrial emissions (Chen et al., 2017b; Chow et al., 2004). Additionally, Fe has been observed to be an important element in coal combustion-derived PM (Ruan et al., 2018). K clearly dominates the metal composition in the October samples, with higher level in the night sample compared to day, suggesting increased biomass burning and waste incineration (Chen et al., 2017b). The slightly increased Zn concentration in the October samples compared to August could indicate higher traffic volume; this is in agreement with the local traffic restrictions in August, but long-range transport can also affect the Zn levels in this size range.

4.2.1. Toxicological characteristics of PM1.0–0.2

The cellular responses for our PM1.0–0.2 samples were generally quite low. The most notable toxicological effects caused by our PM1.0–0.2 samples were the cell cycle effects and the genotoxic response. Additionally, we observed higher responses of CMA reduction and oxidative stress for the August samples compared to October, and higher inflammatory response for the August Night sample.

The August Day and October Night samples produced similar proportions of cells in the Sub-G1/G0 cell cycle phase, whereas August Night and October showed lower responses. In addition, the August Day and October Night samples caused the greatest decreases of G1/G0 and S/G2/M phase populations. These findings are largely similar to those observed for our PM0.2 samples, indicating DNA degradation throughout the cell cycle, likely via apoptosis. Virtually all PAHs and metals, and SO4−2 were strongly associated with the observed effects on Sub-G1/G0 and S + G2/M populations, but only As and retene displayed significant, although only moderate, negative correlations (As ρ −0.469, retene ρ −0.503) with the G1/G0 population size. Additionally, As, Cd, Cr, Ni, Pb, Zn, SO4−2, total PAHs and OPAHs, and OPAHs displayed strong or very strong positive correlations with the oxidative stress response, which was again strongly correlated with the cell cycle response (ρ 0.707 for Sub-G1/G0 population and ρ −0.682 for S + G2/M population). This implies the relation between oxidative damage and the observed cell cycle effects. Several components showed their highest concentrations in the October Night sample in this size range, whereas most of these were seen at their lowest level in the August Day sample. Atmospheric aging of PM has been shown to enhance the toxicity of PM due to increased oxidative potential (Verma et al., 2009). The higher rate of photochemical reactions of PAHs in the August Day sample could possibly lead to increased toxicity via the atmospheric activation of PAHs into chemical species able to induce oxidative damage, such as redox-active quinones and radicals (Fu et al., 2012).

All samples except August Day elicited significant genotoxic responses, but the effect magnitude remained quite low. The August Day sample contained significantly less genotoxic PAHs than the other samples, which likely explains the insignificant response. The genotoxic PAHs and benzo[a]pyrene were moderately associated with the genotoxic response (ρ 0.512 for genotoxic PAHs and ρ 0.512 for benzo[a]pyrene), whereas benzo[k]fluoranthene displayed a very strong correlation (ρ 0.806). In addition to PAHs, Al (ρ 0.706), Cl− (ρ 0.732) and NO3− (ρ 0.791) displayed strong positive correlations with genotoxicity while K (ρ 0.565) and Mn (ρ 0.571) exhibited moderate positive correlations. Previously, Mn in PM1.0 has been associated with cytotoxicity and DNA damage (Perrone et al., 2010). These components displayed higher concentrations in the October samples compared to August suggesting their role in the elevated genotoxic response for the October samples. The high correlation coefficients of Cl− (ρ 0.732) and NO3− (ρ
in Beijing PM2.5 has been linked with metal processing and construction (Landkocz et al., 2017; Machemer, 2004). In the YRD-region, since Ca-based compounds are used as raw materials in the sintering process, the high proportion of typically secondary aerosol components suggests the prominent role of atmospheric aging and long-range transport in this size range. The atmospheric aging of aerosols and the dilution of fresh emissions with secondary aerosols likely contributed to the observed decreased toxicological effects.

4.3. PM$_{2.5-1.0}$

This size range consists primarily of older emission particles with some influence from fresh emissions, as well as the smallest coarse mode particles, such as suspended crustal and biogenic particles, and particles formed by anthropogenic mechanical processes, e.g. brake wear. A considerable portion of this size range can be from distant sources relocated via long-range transport. The aged particles can contain a diverse assortment of chemical components, a cause for substantial composition-dependent variations in toxicological responses (Jalava et al., 2016). Given the prevalence of long-range transport particles in this size range, the meteorological conditions and atmospheric processes have a profound influence on the composition.

Our data show that the composition of this size range is dominated by SO$_4^{2-}$ and NO$_3^-$, indicating a significant proportion of aged, long-range transported particles. Moreover, the increased proportion of NO$_2^-$ in comparison with SO$_4^{2-}$ suggests larger contributions of aged fuel combustion emissions than in the smaller PM fractions. The relatively high levels of Al, Ca, Fe, and Mg compared to the smaller size ranges indicate the increased role of crustal material. However, Ca and Fe-rich particles in the fine mode can be linked to metallic emissions, since Ca-based compounds are used as raw materials in the sintering process (Landkocz et al., 2017; Machemer, 2004). In the YRD-region, Chen et al. have associated Ca emissions from cement and ceramic industry, and coal-fired power plants (Chen et al., 2017b). Moreover, Al in Beijing PM$_{2.5}$ has been linked with metal processing and construction emissions (Liu et al., 2014), and Fe can be enriched in coal combustion emissions (Ruan et al., 2018). On the other hand, the relatively low levels, compared to the smaller size ranges, of As (coal combustion), Cu (industry, traffic, and brake wear), K (biomass and waste incineration) and Pb (smelting, industry) suggest a smaller role of these emission sources in this size range (Chen et al., 2017b). However, their concentrations were generally higher in the October samples in comparison with August, indicating the influence of emission control measures in August, the northerly air masses in October, and the atmospheric processes. These results indicate the pronounced role of both fossil and biomass combustion emissions in October and at night. This is supported by the increased total and genotoxic PAH levels in the October samples compared to August, and in the night samples compared to day, but the PAH concentrations are also influenced by the photochemical transformations. The Zn concentration in particles, which was higher in October than in August, indicates important contributions from industry and traffic emissions (Liu et al., 2014).

The very high total PAH + OPAH concentrations suggest substantial contribution of combustion processes in this size range. In general, the observed concentrations of unsubstituted and alkylated PAHs, and genotoxic PAHs were at similar levels compared to PM$_{0.2-0.2}$ and PM$_{0.2}$. However, the proportion of OPAHs out of total PAHs and OPAHs was the greatest in this size range and distinctly elevated in the August compared to October, and day in comparison to night. This implies the strong influence of atmospheric photochemical reactions, which can decrease the amount of parent PAHs, and yield increased concentrations of secondary PAHs, such as certain OPAHs. However, as discussed in conjunction with PM$_{1.0-0.2}$, OPAHs can be partly primary organic aerosols, but distinguishing primary and secondary organic aerosols is out of scope of this study. In contrast to PM$_{0.2}$ and PM$_{1.0-0.2}$ where the unsubstituted, alkylated, and genotoxic PAH levels were significantly greater in the October samples, in PM$_{2.5-1.0}$ samples this difference is diminished with October samples containing only slightly more PAHs in comparison to August samples. Indeed, the genotoxic PAH levels in the August PM$_{2.5-1.0}$ samples were clearly higher than those seen in August PM$_{0.2}$ samples, making PM$_{2.5-1.0}$ the size range with the greatest amount of genotoxic PAHs in August. This could be due to relatively fresh combustion emissions, or very high atmospheric concentrations of transported PAH-containing aerosols, which can result in such high PAH levels despite the greater photochemical activity in August and during the daytime. The foremost OPAH species were 1,8-naphthalic anhydride, 9H-fluoren-9-one, and 9,10-anthracenedione. These are rather common OPAHs in urban air originated from a variety of sources; 1,8-naphthalic anhydride can also be found as secondary organic aerosol (Ringuet et al., 2012; Wei et al., 2012). In addition, xanthone, typically observed in the atmosphere near sources of wood combustion emissions (Orasche et al., 2012; Orasche et al., 2013), was detected only in the October Night sample. This suggests a local source producing rather large particles from poor combustion, which could contribute to the high PAH concentrations. However, this size partitioning for xanthone is rather unusual, and could be influenced by the sample collection.

4.3.1. Toxicological characteristics of PM$_{2.5-1.0}$

The greatest toxicological responses caused by our PM$_{2.5-1.0}$ samples were the reduction of CMA, the cell cycle effects, and the high inflammatory response. CMA reduction was strongly associated with virtually all chemical components except K, SO$_4^{2-}$, and fluorine. The difference of CMA reduction elicited by the August and October samples were small, but significant between the day samples; in general, August samples were more detrimental for A549 metabolism than October samples. The August samples contained slightly lower amounts of metals compared to October, whereas PAHs and OPAHs were observed in higher concentrations in the August samples; thus, PAHs and OPAHs likely influence the increased CMA reduction. Indeed, total PAHs and OPAHs (p = 0.892) and OPAHs (p = 0.940) displayed the highest negative correlations with CMA after Cu (p = 0.961), Cr (p = 0.940), and Ni (p = 0.904), which were observed at low concentrations. Perrone et al. have previously reported of greater reduction of CMA in A549 cells caused by spring and summer PM from Milan in comparison with fall and winter PM (Perrone et al., 2013). CMA displayed strong negative associations with very similar correlation coefficients for oxidative stress, inflammation and the increased Sub-G1/G0 population size, suggesting that these three pathways contributed to the reduction of CMA. However, these three pathways showed no associations between each other, suggesting that they elicit their responses with little to no interconnection with each other.

The cell cycle responses of increased proportion of cells in the Sub-G1/G0 phase and reduced proportions of G1/G0 and S/G2/M phase were higher for the October samples compared to August, higher for the Night samples compared to Day, and drastically pronounced for
the October Night sample. These results are quite similar to those observed for our PM$_{2.5}$ samples, suggesting the role of similar, possibly local, emission sources contributing to the cell cycle effects. Virtually all components except As, Na, and SO$_4^{2-}$ showed strong or very strong correlations with the increased Sub-G1/G0 population size and negative correlations with the S + G2/M population size. Interestingly, OPAHs displayed lower, although strong, correlations with these population sizes than other PAHs. In contrast, OPAHs displayed a strong positive correlation ($\rho = 0.632$) with the genotoxic response along with As, Cu, and retene, whereas other PAHs showed no correlations. In addition, these components were strongly associated with the inflammatory response, which in turn had a moderate, yet not significant correlation with the genotoxic response, suggesting a possible interaction of inflammation and DNA damage. The observed cell cycle effects could potentially influence the stunted proinflammatory responses for the October samples, i.e. high doses of the October samples could possibly decrease the production of IL-8/CXCL8 due to cytotoxicity. However, certain components, such as some oxygenated and nitrogenated PAHs, can inhibit the production of IL-8/CXCL8 (Koike et al., 2014), which fits better with the current observations since the October samples elicited lower reduction of CMA in comparison with the August samples. The possibly nearby local emission source implied by the presence of xanthone in the October Night sample could possibly explain the great cell cycle response for this sample.

Furthermore, the very low genotoxic responses elicited by our PM$_{2.5-1.0}$ samples suggest the DNA degradation displayed in cell cycle analysis is likely linked to apoptosis, and not to extensive chemical-induced DNA damage. Previously, oxygenated and nitrogenated PAHs have been observed to contribute substantially to mutagenicity of PM$_{2.5}$ particles in Beijing (Wang et al., 2011), and there is evidence for ROS formation induced by OPAHs in PM$_{2.5}$ (Sklorz et al., 2007). The OPAHs and other PAHs in our PM$_{2.5-1.0}$ samples displayed moderate correlations with the oxidative stress response, whereas strong positive correlations were observed for Al, Ca, Cd, Cr, Mg, Ni, and Pb. Thus, oxidative stress by both metallic and organic components appears a likely cause for the observed cellular effects.

In summary, the current PM$_{2.5-1.0}$ samples caused drastically disturbed cell cycle in the form of increased Sub-G1/G0 population, likely due to apoptosis. Furthermore, the samples caused great reductions of cellular metabolic activity. The August samples produced very high inflammatory responses while the responses for October samples were low and displayed very low IL-8/CXCL8 production for the highest doses. The results suggest that CMA was influenced by the cell cycle effects, inflammatory response, and oxidative stress. However, the finding that the cell cycle, oxidative stress, and inflammatory responses showed no correlations with each other suggests that the different emission sources and the associated changes in chemical composition of PM induce different pathways of toxicity in A549 cells.

4.4. PM$_{10-2.5}$

Particles of this size range originate from a variety of sources including crustal minerals, sea salt, mechanically generated anthropogenic emissions, such as traffic dust from road wear and tire abrasion, and biogenic material such as pollen and microbial or fungal components. PM$_{10-2.5}$ settling and deposition from the air can be fast in calm weather conditions, but wind-borne particles of this size range are subject to intra- and inter-regional long-range transfer during dust storms. Typical atmospheric residence time for this size range is from hours to days. We found comparably high contents of metals from crustal origin, such as Al, Ca, Mg and Fe, in all PM$_{10-2.5}$ samples and their concentrations were significantly higher in the October than August samples. This indicates an influence of long-range transport of air masses from Northern China in October as well as continued construction work after the August emission control period. Contrarily, Na concentration was drastically higher in the August samples, which was likely influenced by wind-borne sea spray from the Eastern China Sea. This is supported by the higher Cl$^-$ and NO$_3^-$ concentrations in the August samples, which indicate larger contributions of secondary inorganic aerosols in comparison with October.

The observed total PAH levels were quite similar between the sampling campaigns, but displayed significant day-night variations with twice the PAH concentration seen in the night samples compared to day, which is attributable to PAHs adsorbed onto the particles, the overall higher PAH concentrations at night, and photochemical transformations during the day. A similar day-night pattern was observed for the genotoxic PAHs as well, but the August samples contained substantially more genotoxic PAHs than the October samples. This is in stark contrast with the smaller size range samples where the October samples contained higher levels of genotoxic PAHs.

Overall, the PAHs and OPAHs showed large variations between August and October. Concentrations of phenanthrene, fluoranthene, pyrene and 9,10-anthracenedione were drastically higher in the August samples compared to October, whereas the October samples contained much higher amounts of OPAHs, namely 9H-fluorene-9-one and xanthone. These findings suggest different source profiles and influences of atmospheric processes between the campaigns. 9,10-anthracenedione has been observed to be an important OPAH in the coarse particle fraction in Parisian air both near traffic and in suburban areas, whereas 9H-fluorene-9-one was found primarily in suburban air (Ringuet et al., 2012). Temperature, relative humidity and wind speed have been observed to influence the size-distribution of PAHs between fine and coarse fractions via mechanisms such as evaporation, condensation, and adsorption; high PAH concentrations in the coarse particle fraction have been attributed to PAHs transferring from fine to coarse particles (Meng et al., 2015; Teixeira et al., 2012). Furthermore, PAHs and halogenated PAHs have been reported to be enriched in the coarse particle fraction in emissions produced by solid waste incinerators, and showed high concentrations near the emission source (Shu et al., 2018). In summary, the PAHs in the present PM$_{10-2.5}$ samples can be from traffic, aged combustion emissions and from poorly controlled local solid fuel combustion, and may have undergone transfer from fine-mode particles into coarse particles.

4.4.1. Toxicological characteristics of PM$_{10-2.5}$

PM$_{10-2.5}$ samples caused by far the greatest genotoxic and oxidative stress responses in our current data, and an inflammatory response with very high IL-8/CXCL8 concentrations for the lowest doses, which declined with the increasing dose after a threshold. Previously, transition metal-dependent hydroxyl radical formation has been reported to induce DNA damage in A549 cells using the SCGE assay, and the presence of particles further enhanced the genotoxicity (Knaapen et al., 2002). The high oxidative stress response for PM$_{10-2.5}$ showed very strong associations with most metals in our samples, and is likely attributed to high amounts of transition metals; the higher oxidative response for the October samples coincides with higher Al and Fe mass fractions compared to the August samples. However, while the redox-active transition metals have been suggested to be involved in the oxidant activity of PM, no clear causative components have been identified (Künzli et al., 2006). Previously, Janssen et al. have discussed the role of transition metals inducing high oxidative stress responses for PM$_{10-2.5}$, and reported moderate to high correlations of oxidative potential with PAHs in PM$_{10}$ and PM$_{2.5}$ (Janssen et al., 2014). However, they did not see significant correlation between oxidative potential and PAHs for PM$_{10-2.5}$ and suggested that this is likely caused by the relatively low levels of PAHs in the fraction. Oxidative stress displayed a very strong negative correlation with CMA ($\rho = -0.815$, $p = 0.01$), suggesting the cytotoxicity was influenced by oxidative damage.

The high inflammatory response and oxidative stress for PM$_{10-2.5}$ has been associated with endotoxin and other microbial or fungal components, and with high metal and carbon contents. Of the metal constituents, crustal and other non-exhaust metal elements in this size range
have been associated with the inflammatory response (Jalava et al., 2016; Michael et al., 2013; Soukup and Becker, 2001; Steenhof et al., 2011). The significant differences between the four samples observed on the decreasing parts of the dose-response curves indicate composition-dependent inhibition of IL-8/CXCL8 production. We speculate that the steeper decline of IL-8/CXCL8 concentration induced by the October samples could be due to the higher Ca and/or OPAH concentrations in comparison with the August samples, though several kinds of organic compounds can potentially affect the cytokine release. Koike et al. have reported inhibition of IL-8 production in human bronchial epithelial cells exposed to oxygenated and nitrogenated derivatives of naphthalene, phenanthrene, and pyrene, while the parent PAHs induced no changes (Koike et al., 2014). Additionally, ambient PM has been observed to suppress cytokine levels released by alveolar macrophages by influencing the intracellular retention and secretion, and overall production of cytokines (Sawyer et al., 2009). In addition, disturbance of the cellular Ca-homeostasis could affect the Ca-dependent IL-8/CXCL8 secretion. Furthermore, Michael et al. have observed dose-dependently decreasing IL-8 levels in A549 cells exposed to PM10 (Michael et al., 2013). It has been suggested that cytokine adsorption to particles could affect the observed cytokine release; this is largely related to particle surface area and carbon content (Akhtar et al., 2010). However, this hypothesis fits poorly with the current data regarding the particle surface area, which is relatively small in the coarse particle fraction and usually dominated by the accumulation mode (Seinfeld and Pandis, 2006). Moreover, the presence of serum proteins in the culture medium during the exposure renders extensive nonspecific binding of cytokines onto particles unlikely. The high DNA damage and decreased cellular metabolic activity levels can also contribute to the dose-dependent decrease of IL-8/CXCL8 production, either directly through cytotoxicity or via a damage-response shift of focus from extra-cellular signaling to repair and survival. Yet, since the observed decrease of CMA was relatively modest for this size range and displayed no August/October or day/night variations, the CMA reduction alone is insufficient to explain the observed differences in dose-dependent decrease of IL-8 secretion.

The extremely high genotoxic response paired with no increase of Sub-G1/G0 cell cycle phase population indicates that the genotoxic effects observed by SCE are transient or do not lead to extensive DNA degradation, or do so in a delayed fashion. A similar pattern of significant oxidative stress and genotoxicity with no cell cycle effects in A549 cells have been observed for CaSO4 particles, caused by increased ROS production and consequent oxidative DNA damage (Konzöl et al., 2012). In the currently employed alkaline SCE, observed DNA damage can be caused by DNA strand breaks or alkaline labile sites caused by e.g. alkylations, oxidations or base-less sugar intermediates of base excision repair. Yet, the high oxidative stress response suggests the observed genotoxicity is likely due to oxidative DNA damage, such as formation of 8-hydroxy-2′-deoxyguanosine (8-OHdG) and 8-oxo-7,8-dihydro-2′-deoxyguanosine (8-oxodG) (Valavanidis et al., 2013). Furthermore, the very low response for cell membrane disruption demonstrates that cell membranes of PM10−2.5-exposed cells were mostly intact, which renders necrosis unlikely. Interestingly, PM10−2.5 was the size range with the lowest observed genotoxic PAH content, and the concentrations of genotoxic PAHs and OPAHs in the single samples do not correspond to the observed genotoxic responses. However, genotoxic PAHs and OPAHs displayed strong positive correlations with the genotoxic responses, whereas of metals the only significant correlations with the genotoxic response were the moderate positive correlations of Cu and Zn. In contrast, Perrone et al. have reported of predominantly transition metal driven DNA damage in A549 cells, but they discuss the possibility of masked influence of PAHs (Perrone et al., 2010). In this regard, the strong correlations by genotoxic PAHs and OPAHs display the importance of PAHs even if their concentrations are relatively low, such as in the present PM10−2.5 samples. Although the correlations of the single metals show little support, the very high metal concentration in the PM10−2.5 samples is likely the driving force behind the observed genotoxicity of PM10−2.5, but PAHs likely contribute as well. Even though the genotoxic response caused by our PM10−2.5 samples is likely influenced by the high oxidative stress and inflammatory responses, they show no significant associations and display somewhat contrasting results when comparing the four different samples. The highest genotoxic response was observed for the August samples, whereas the highest oxidative stress response was recorded for the October samples, indicating that oxidative stress alone is not responsible for the genotoxicity. Previously, similar findings indicating an oxidative stress-independent genotoxicity pathway has been reported (Dumax-Vorzet et al., 2015). The decreasing proinflammatory responses elicited by this size range makes assessing the effects of inflammation on the genotoxic response difficult; in addition, harvesting the cells 24 h after the start of the exposure may be too short a time to observe secondary inflammation-induced genotoxicity.

In summary, the PM10−2.5 samples in the current study caused high levels of oxidative stress and genotoxicity in A549 cells. They also produced very high proinflammatory IL-8/CXCL8 levels for the smallest PM doses, which declined with increasing dosage. The oxidative stress likely influences the genotoxic response through oxidative DNA damage, whereas the declining inflammatory response is probably caused by composition-dependent inhibition of IL-8/CXCL8 production or secretion.

5. Conclusions

We observed substantial differences in the chemical composition and toxicological characteristics of size segregated urban air PM samples, collected in August and October 2013 from Nanjing, caused by distinctly varied emission sources, air mass trajectories, and atmospheric processes. Moreover, the PM composition and induced toxicological responses varied between the day and nighttime samples, indicating the influence of day-night variations of both atmospheric processes and emissions. The greatest toxicological responses were detected for the PM2.5 and PM10−2.5 size ranges for different endpoints, which suggests that both particle size and differing chemical composition affect which toxicological pathways are activated. The cell cycle disruption of A549 cells dominated the responses of PM collected in October, which has probably been caused by increased contributions of coal and biomass combustion emissions largely from the heavily industrialized Northern China, illustrated by the high levels of combustion-related metals and PAH species. Instead, the high cytotoxicity and inflammatory responses for the August PM samples were likely influenced by increased agricultural activity and soil preparation, long-range transported PM from the densely populated Yangtze River Delta region and Northern China, as well as by possible enrichment of certain harmful local or regional emissions.

Supplementary data to this article can be found online at https://doi.org/10.1016/j.scitotenv.2018.05.260.
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