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Abstract—The most common approach for retinal imaging is the eye fundus photography which usually results in RGB images. Recent studies show that the additional spectral information provides useful features for automatic retinal image analysis. The current work extends recent research on the joint segmentation of retinal vasculature, optic disc and macula which often appears in different retinal image analysis tasks. Fully convolutional neural networks are utilized to solve the segmentation problem. It is shown that the network architectures can be effectively modified for the spectral data and the utilization of spectral information provides moderate improvements in retinal image segmentation.

I. INTRODUCTION

Retinal diseases like diabetic retinopathy, age-related macular degeneration and glaucoma are the leading causes of blindness worldwide [1]. A diagnostic process to recognize the signs of these diseases is traditionally based on retinal RGB images. Recent developments in machine vision technologies provide various methods for automatic RGB images analysis. In [2], it has been shown that additional spectral features introduced to machine learning methods may improve the performance of lesions classification and enable new ways to analyze the retinal tissue layers. Thus, spectral retinal imaging can be treated as a useful alternative to traditional color fundus imaging. This work studies the joint segmentation of retinal vasculature, optic disc and macula for hyperspectral retinal images.

Deep convolutional neural networks is a common trend in both retinal and hyperspectral image analysis. Deep architectures similar to U-Net are extensively used for the vasculature [3], optic disc and cup segmentation [4] purposes. Tan et al. [5] studied the segmentation of optic disc, fovea and retinal vasculature using a single model trained on the DRIVE dataset [6]. All the mentioned approaches have been tested on RGB images. To the best of the authors’ knowledge, this work is the first work which studies spectral retinal image segmentation using deep fully-convolutional neural networks.

One way to build deep architectures for hyperspectral image (HSI) segmentation is to combine dimensionality reduction methods and convolutional neural networks. Jiao et al. [7] proposed to use the feature fusion from VGG16 encoder [8] and principal component analysis for HSI segmentation. Yu et al. [9] showed that dimensionality reduction blocks can be trained end-to-end altogether with the convolutional neural networks. Other approaches are based on 3D convolutional neural networks [10], [11] that can effectively extract both spatial and spectral features. However, it is more difficult to scale the 3D convolutions on high-resolution images. In this paper, we followed ideas similar to Yu et al. [9] and Jiao et al. [7], and adapted SegNet [12] and dense fully-convolutional neural networks (Dense-FCNs) [13] for the spectral retinal segmentation task. These architectures are trained and evaluated by using a spectral image dataset with manual ground truth for the vasculature, optic disc and macula.

II. SPECTRAL RETINAL IMAGE DATASET

Several spectral fundus imaging setups with different optical principles have been proposed. A typical hyperspectral imaging setup is an adapted fundus camera with a light source with a broadband illumination, and a spectral device for selecting a spectral band. Fält et al. [14] modified a Canon CR5-45NM fundus camera to spectral fundus camera by replacing the standard light source with a fibre optic illuminator including a halogen lamp with the illumination spectrum from 380 to 780 nm and 30 interference filters with 10 nm interval were used for the wavelength selection. As the detector, a grayscale charge-coupled device (CCD) camera with the sensor array size of 2048 × 2048 pixels and 2 × 2 binning was used.

The resulted dataset is a set of 1024 × 1024 images with the 30 channels where each channel corresponds to the certain wavelength. For each image in the dataset, the field-of-view (FOV) mask is provided. The FOV masks are binary images where the white areas correspond to regions of the fundus of the eye. Manual segmentation masks for the vasculature, optic disc and macula are available (Fig. 2). The dataset consists of 55 spectral retinal images acquired from patients with diabetic retinopathy: randomly selected 25 images are in the training set, and the rest are used as the testing set. Thus, the amount of data in the dataset is comparable to the amount of labelled data in DRIVE [6] and STARE [15] datasets which are typically used for blood vessel segmentation algorithms benchmarking. Examples of the mean and variation of the spectra are presented in Fig. 1.
III. SEMANTIC SEGMENTATION ARCHITECTURES

A. SegNet

SegNet is an encoder-decoder architecture for semantic segmentation. In this work, we used basic-SegNet with small modifications for the HSI segmentation. The modified architecture consists of a dimensionality reduction block, encoder and decoder. The dimensionality reduction block is a sequence of blocks consisting of $1 \times 1$ convolutional layer and rectified linear unit (ReLU) activation. As the encoder, VGG16 pretrained on ImageNet [16] was used. The decoder is a sequence of transposed convolutions and convolutional layers followed by batch normalization (BN), ReLU activation and dropout. The scheme of the architecture is shown in Fig. 3.

![Fig. 3: DR-SegNet architecture.](image)

B. Dense-FCN

It has been shown that Dense-FCNs have less parameters and may outperform the SegNet architecture in a variety of different segmentation tasks [13]. Here we adapted the Dense-FCN architecture for the retinal HSI segmentation task.

The main building block of Dense-FCN is a dense convolutional block (DCB) where the input of each layer is a concatenation of the outputs of previous layers. The block consists of repeating BN, ReLU, convolution and dropout $p = 0.5$ layers resulting in $K$ feature maps (growth rate).

The main concept of Dense-FCN is similar to SegNet in a sense that the input is first compressed to a hidden
representation by the downsampling part, and then the segmentation masks are recovered by an upsampling part. The downsampling part consists of DCBs and downsampling transitions (DT) with skip connections to the upsampling part. The upsampling part consists of DCBs and upsampling transitions (TU). The scheme of the utilized architecture is given in Fig. 4.

C. Image preprocessing

First, each channel of a spectral image is normalized to values between 0 and 255. After the normalization step, contrast limited adaptive histogram equalization [17] with the clip limit of 2 and the grid size of 8 × 8 is applied to each channel of the input. The described preprocessing scheme was applied to both RGB and spectral images. The preprocessing scheme was used to reduce the effects of uneven illumination fields of the channel images and indirectly affect the inter-person variation in the limited dataset. The scheme was found to improve the convergence and performance of the trained models. Examples of the preprocessed RGB and spectral images are given in Fig. 5.

D. Training details

Dense-FCNs are pretrained for 50 epochs with 500 steps per epoch on random patches 512 × 512 with the batch size equal to 3. Each batch consists of examples for blood vessels, optic disc, and macula. The vasculature examples are sampled uniformly, whereas the patch centers of the examples of the optic disc and macula are sampled from the normal distribution the parameters of which are estimated as the sample mean and covariance of true label coordinates.

The common training step for both architectures is fine-tuning on full size images. The number of epochs used was 50 for Dense-FCN and 100 for SegNet.

In both cases, the weights were initialized using HeNormal [18]. Binary cross-entropy was used as the loss function. In addition to dropout, l2 regularization with the weight decay factor $10^{-3}$ was used. As the optimizer, Adadelta [19] with the learning rate $l = 1$ and the decay rate $\rho = 0.95$ was used for the both pretraining and fine-tuning. The learning rate was dropped by a factor of 10 if the training loss was not decreased by 0.005 for 5 epochs. Data augmentation through flipping, reflecting and rescaling (with scale rates 0.8 and 1.2) was applied in both cases. The parameter values were determined empirically based on initial experiments.

IV. EXPERIMENTS AND RESULTS

The trained networks were evaluated on the full size images from the testing set using Monte Carlo dropout [20] in the test phase with 100 forward passes. The standard F1 measure, intersection over union (IoU) for each class and mean IoU over the classes were used as the evaluation metrics and they are presented in Table I. The evaluation metrics were calculated only inside the FOV. In order to distinguish between the RGB and spectral architectures, the DR prefix was added for the architectures for spectral images and the RGB prefix for the architectures for RGB images. The Dense-FCN architecture was also tested for the hyperspectral images without the dimensionality reduction layers (HSI prefix) and with a different number of output channels of the DR layers (DR-6 means 6 output channels).

From the table, it is clear that the vessel segmentation is the easiest task for all the architectures, since F1 score is comparable in all the cases, whereas the macular region is the most difficult to segment. The latter can be explained by the fact that there are normally no clearly defined structural characteristic in the macula. Furthermore, there are numerous images where the macula is only partly visible, and these images happen to be present only in the test set, because of what all the considered models were unable to generalize to a partly visible macula. Another interesting fact is that the region may have different shapes in different spectral channels.

The VGG encoder pretrained on ImageNet allows to significantly improve the performance on the optic disc and macula segmentation tasks. In the case of Dense-FCNs, it is difficult to achieve satisfactory performance for both the optic disc and macula segmentation, and the performance depends on the number of output channels of the dimensionality reduction layers. The segmentation results for the image presented in Fig. 5 are presented in Fig. 6 – 8.

Comparing the segmentation results for hyperspectral and RGB images in Fig. 6 and Fig. 7 shows that in some cases the models trained on RGB fail to localize the macula properly, whereas the utilization of spectral information may help to
TABLE I: Evaluation results. The best F1 scores are in bold.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Vessels F1</th>
<th>Vessels IoU</th>
<th>Optic Disc F1</th>
<th>Optic Disc IoU</th>
<th>Macula F1</th>
<th>Macula IoU</th>
<th>Mean IoU</th>
<th># Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>DR-SegNet</td>
<td>0.8091</td>
<td>0.6802</td>
<td>0.8947</td>
<td>0.8356</td>
<td>0.6566</td>
<td>0.5291</td>
<td>0.6816</td>
<td>21795786</td>
</tr>
<tr>
<td>RGB-SegNet</td>
<td>0.8125</td>
<td>0.6553</td>
<td>0.7128</td>
<td>0.6122</td>
<td>0.3962</td>
<td>0.3223</td>
<td>0.3999</td>
<td>21793379</td>
</tr>
<tr>
<td>DR-1-Dense-FCN</td>
<td>0.8125</td>
<td>0.6553</td>
<td>0.7128</td>
<td>0.6122</td>
<td>0.3962</td>
<td>0.3223</td>
<td>0.3999</td>
<td>73028</td>
</tr>
<tr>
<td>DR-2-Dense-FCN</td>
<td>0.8141</td>
<td>0.7039</td>
<td>0.7511</td>
<td>0.6257</td>
<td>0.3882</td>
<td>0.3414</td>
<td>0.5230</td>
<td>730383</td>
</tr>
<tr>
<td>DR-3-Dense-FCN</td>
<td>0.8069</td>
<td>0.6769</td>
<td>0.6986</td>
<td>0.5947</td>
<td>0.2822</td>
<td>0.2120</td>
<td>0.4948</td>
<td>730738</td>
</tr>
<tr>
<td>DR-4-Dense-FCN</td>
<td>0.8200</td>
<td>0.6958</td>
<td>0.6880</td>
<td>0.5867</td>
<td>0.3389</td>
<td>0.2656</td>
<td>0.5163</td>
<td>730738</td>
</tr>
<tr>
<td>DR-5-Dense-FCN</td>
<td>0.8006</td>
<td>0.6772</td>
<td>0.6977</td>
<td>0.5949</td>
<td>0.3843</td>
<td>0.2954</td>
<td>0.5225</td>
<td>731148</td>
</tr>
<tr>
<td>DR-6-Dense-FCN</td>
<td>0.8021</td>
<td>0.6714</td>
<td>0.7422</td>
<td>0.6394</td>
<td>0.4244</td>
<td>0.3402</td>
<td>0.5030</td>
<td>731103</td>
</tr>
<tr>
<td>HSI-Dense-FCN</td>
<td>0.7974</td>
<td>0.6647</td>
<td>0.7323</td>
<td>0.6202</td>
<td>0.2932</td>
<td>0.2282</td>
<td>0.5043</td>
<td>745837</td>
</tr>
<tr>
<td>RGB-Dense-FCN</td>
<td>0.8112</td>
<td>0.6840</td>
<td>0.7154</td>
<td>0.6153</td>
<td>0.1543</td>
<td>0.1070</td>
<td>0.4688</td>
<td>729043</td>
</tr>
</tbody>
</table>

Fig. 6: Top row: example segmentation results with DR-SegNet. Bottom row: standard deviations of the activations.

Fig. 7: Top row: example segmentation results with RGB-SegNet. Bottom row: standard deviations of the activations.

Fig. 8: Top row: example segmentation results with DR-6-Dense-FCN. Bottom row: standard deviations of the activations.

The dimensionality reduction layers allowed to adapt standard convolutional architectures for the hyperspectral image segmentation without significantly increasing the amount of parameters of the model. In addition, the utilization of the dimensionality reduction layers may slightly improve the performance of vessels and macula segmentation. In Fig. 9, the outputs of the dimensionality reduction layers for the both spectral architectures are shown.

In Fig. 9 one can see that the models try to emphasize areas where certain labels are most visible. For example, in the first image of the bottom row the macula is clearly seen, whereas in the second and third images the optic disc is visible more clear compared to the first image. Nevertheless, training the dimensionality reduction layers is a challenging task, and it is not always possible to train them to extract useful features. In the case of DR-SegNet, the pretrained VGG encoder makes the training easier. However, if the network is trained from the scratch, it is difficult to get results comparable to the results obtained with a pretrained model. We also tried to add skip connections to DR-SegNet in a manner similar to DR-Dense-FCNs, but in the case of DR-SegNet, it just confuses the model more and the performance decreases, whereas in the case of DR-Dense-FCNs, it boosts performance significantly.

Previously, Laaksonen [2] has shown that diabetic retinopathy lesions classification algorithms trained on spectral data
outperform algorithms trained on RGB data. Furthermore, spectral information can also be utilized for the histological analysis of fundus images [2]. From the presented results, it also clear that the utilization of additional spectral information may also improve the segmentation results compared to RGB images.

V. CONCLUSIONS

In this work, multilabel segmentation of retinal vasculature, optic disc and macula for spectral retinal images was studied. It was shown that spectral information may give additional advantages in optic disc and macula segmentation moderately improving the segmentation performance.

The results also show that it is necessary to study more the dimensionality reduction layers to find a way to train them effectively on small datasets. The future work will be concentrated on further improvements of training the Dense-FCN architecture in order to achieve comparable performance with the architectures pretrained on ImageNet. Another direction of the future work is the development of a gold standard based on label data from multiple experts.
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