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Abstract
Clustering is used in many areas as a tool to inspect the data or to generate a repre-

sentation of the data that is better suited to the application.
In this work, different parts related to clustering are studied. Focus is mainly on

making the algorithms faster while preserving reliability. Attention is paid to the ability
of the algorithms to find the number of clusters. Binary data sets and large data sets pre-
sent problems for clustering algorithms. Some improvements for handling these cases
are proposed.

For a fixed number of clusters, the clustering problem can be solved in a fast and re-
liable manner, but the problem changes when the number of clusters is unknown. Per-
forming the clustering repeatedly is no longer fast. The proposed solutions to perform-
ing clustering rapidly involve reusing the results of previous work and focusing the
search to more promising model sizes. Using the previous results as a starting point im-
proves the speed of clustering when solving the clustering for the next model size. Per-
forming the search so that the model size is optimized along with the model produces
much greater speed-up. This is due to less work is done on the models of much larger or
smaller size than the number of clusters in the data.

Binary data causes problems for certain clustering algorithms. These problems are
addressed by changing the distance function. One proposed method is designed for a
specific clustering criterion. The distance function is used to decide how to best im-
prove the value of the criterion locally at each step of the algorithm. The second pro-
posed method changes the distance function gradually from L∞ to L1.

The proposed algorithm for large data sets converts the data into a model using only
one pass over the data. The data need not be stored in memory. In this way, the data can
be processed much faster, and without excessive memory consumption.

Keywords: clustering, number of clusters, binary data, distance function, large data
sets, centroid model, Gaussian mixture model, unsupervised learning.
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1 Introduction

Clustering is a problem, where the user has a collection of objects and she wants to
place them into groups, or clusters, so that some condition is satisfied. Objects to be
clustered can belong to just one cluster, or to several [31]. If all objects belong to the
same cluster, we can conclude that the data is not clustered.

The number of clusters is usually unknown. We may have assumptions about what
the clusters might be like, for example, spherical or ellipsoidal. Clusters can also be of
arbitrary-shape, in which case the objects inside the same cluster share some property
with at least one other object in the cluster. Alternatively, we may enforce certain re-
strictions that arise from the application. Assumption such as spherical clusters may not
hold for the data, but it may not be important for the application. Testing the validity of
the assumptions can be part of the process.

Clustering is unsupervised learning [53], meaning that the user of the algorithm does
not affect the outcome of the algorithm during the clustering process. Clustering algo-
rithm should be able to obtain general information from the objects. With regard to the
information that is available as input, clustering is close to the classification problem,
with the significant difference that in classification we have explicit information about
the classes the objects belong to, whereas in clustering no a priori information is avail-
able. Hence, in classification the object classes have already been defined, and we wish
to be able to represent them in an efficient and accurate manner. In clustering the prob-
lem is to find the clusters, or observe the lack of any clusters, and usually to find a
proper representation for the clusters. The difference is illustrated Figure 1, three classes
of a classification problem are shown with different symbols in the left panel of the fig-
ure, and the corresponding clustering problem with no class information in the right
panel.

Quite often clustering algorithms are used to generate a model for the data, even
though the data is not clustered. Clustering algorithms have a tendency to find structure
from the data, despite the lack of any structure. For example when producing a model
for speaker recognition by using vector quantization (VQ), the qualitative differences
between the results of different algorithms are small [61]. This is explained by the lack
of clustering structure in the data computed from speech signal [P7].

The fields where clustering algorithms are used are quite diverse. For example, in
gene research expressed sequence tags are clustered [91, 111]. In image processing,
clustering is used widely in image segmentation [96], and detection of line segments
from an image [117]. An environment map can be clustered in order to find topological
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features [75]. The features are connected sub-graphs found in the graph that describes
the entire terrain. The features are then intended to be used in path-planning of autono-
mous mobile systems on the clustered map. In astronomy, clustering is used to distin-
guish between stars and galaxies, and between galaxies of different type, such as spiral
and elliptical [18]. Remote-sensing data is clustered to produce a climatic classification
[101].

Figure 1: Classification problem (left) and a clustering problem (right).
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2 Clustering problem

In this chapter, the clustering problem setup is first described followed by descrip-
tions of clustering and clustering criteria. Once the user decides what kind of represen-
tation will be used for the clustering, the problem becomes better defined. The potential
drawback is that the decision has been incorrect, and the results of clustering can then
be misleading.

2.1 Problem setup

The input for clustering is a data set X of N objects {x1, x2, …, xN}. In all of the fol-
lowing formulas, xi stands for a row of a matrix, or row vector, whenever the distinction
between row and column vectors is significant. The output of clustering is usually either
a division of the data set into K subsets, or a representation for each cluster. K is gener-
ally referred to as the number of clusters regardless of whether we want to find the
clusters, or to split the data set into subsets that satisfy the requirements of the applica-
tion.

A data object is an ordered set of attributes, or features, or variables. The attributes
need not be of same type. Attributes of nominal type have a set of unordered values.
Values of ordinal type have an order. Interval data consists of values that have an order
but it is not possible to say that some value is twice as much as some other value when
the attribute represents date, for example. Ratio data, such as distances or weights [100],
allows such statements. For objects consisting of the latter two types, the objects can be
described using a D-dimensional real-valued vector.

Clustering algorithms commonly require a measure of difference, in some cases a
measure of similarity or closeness. Three types of measures of difference or similarity
can occur. Between objects, between parts of the representation of clustering, and be-
tween objects and representation of clustering. Euclidean distance fulfills all three roles
for centroid model, and will be described in Chapter 2.2.1. For the Gaussian mixture
model, described in Chapter 2.2.2, the three measures are different. There exists a vide
variety of distance and similarity functions for various purposes [100, 58, 31]. Selection
of proper distance or similarity is one thing to which the user should pay attention.

We will refer to whatever measure of dissimilarity is in use as distance function or
distance. Measure of similarity is likewise referred to as similarity function or similar-
ity. Measure of closeness is appropriate when an object and a cluster representation are
compared. Cluster representation needs not be identical to the object representation.
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Therefore, similarity is not appropriate. In this case, the measure quite often determines
the membership of an object in a cluster.

2.2 Cluster representation

A cluster is usually thought to have the property that objects belonging to it are more
similar to each other than to the other objects. This simple definition sounds reasonable
but it leaves a lot of room for interpretation.

Membership of an object in a cluster is usually expressed in relative terms. When the
membership is 1, the object belongs to exactly one cluster and has membership 0 in all
other clusters. We can express the memberships of N objects in K clusters with an N×K-
matrix M. Usually there is a restriction that each object’s memberships in clusters sum
to 1:

1=∑
k

nkm (1)

No membership values are negative: mnk ∈ [0, 1] for all n = 1, 2, … N, k = 1, 2, …,
K.

Representing the membership using a matrix is quite space-consuming for large N
and relatively large K. It is, however, quite general, since the relationships between ob-
jects do not affect how the objects can be divided between clusters. If we make some
assumptions about the clusters themselves, we can use more compact representations. A
common assumption is that each object belongs to only one cluster. Exactly one mnk is 1
for an index n and the rest of the row elements of M are 0. In that case we only need to
store for each object the index k of the matrix entry with value 1. Allowing membership
values of only 0 or 1 is called hard or crisp clustering.

In contrast, terms soft or fuzzy clustering are used if objects can belong to several
clusters. The term fuzzy clustering is used when algorithms utilizing fuzzy sets [118]
are used. In other cases the membership values are usually related to the probability that
an object belongs to the specific cluster. Numerically they may seem the same but there
is a theoretical difference in their definition.

Assumptions about the relationships between objects may allow us to use considera-
bly less space-consuming representations than listing membership values for each ob-
ject. If, for every data object, the nearby objects also belong to the same clusters with
very similar membership then we can represent a cluster with a collection of objects that
are surrounded by objects that have the similar membership values. This requires that
we can measure the distance between objects. If the objects reside in a vector space it is
possible to perform computations with them and compute parameters of distributions.
Then we can represent one cluster with a mixture of distributions. Commonly one clus-
ter is represented with just one component.

When each cluster can be represented by a model consisting of a collection of objects
or a mixture of distributions, then it is possible to state for any object what would be the
cluster it belongs to, by measuring the distances to the models. Hence the model pro-
vides independence of the data that was used to generate the model, allowing for a more
general statements about the clusters than just stating which object belongs to which
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cluster. The model can also be used to classify objects that the user may have in the fu-
ture.

The membership matrix M is rarely used except as an intermediate representation
that allows for computation of a model. However, for the special case of each object
belonging to exactly one cluster, and a small number of objects, presenting the cluster
labels can be useful. Labels and information about the possible clusters can be repre-
sented in the form of a dendrogram, a tree that shows the order in which objects could
be joined together into clusters. The height at which two branches representing clusters
or individual objects are joined together indicates the cost of joining the clusters or ob-
jects, providing a visualization of the clustering.

In chapters 2.2.1 and 2.2.2 the centroid model and Gaussian mixture model are de-
scribed in more detail. Models can also consist of lines, planes or shells [34], for exam-
ple.

2.2.1 Centroid model

The centroid model is a simple model that can be used for data in vector space. The
assumption made about the data is that all clusters are spherical with the same variance.
The model is an ordered set C = { c1, c2, …, cK }of K centroid vectors. If needed, the
information about how many objects are mapped into each centroid, nk, can be stored.
Then we can consider the model as a histogram, in which the Voronoi cell around each
centroid vector represents one histogram bin. Each data object is mapped to the nearest
centroid. Let P be a mapping from data objects to centroids, or partitioning. Let pj indi-
cate the centroid vector to which object j is mapped. The centroid, or mean vector of all
objects with the same pj is:

∑
=

=
kp

j

k

k

j

x
n

c
1

. (2)

Centroid model is widely used in vector quantization, where it is called a codebook.
Euclidean distance is widely used measure of difference:

( ) ( )( )TE yxyxyxd −−=, .

Euclidean distance is usable when the objects lie in vector space. It can be used as a
distance between objects, between centroids and between an object and a centroid, since
the objects and centroids have same type.

The model consisting of representative objects is similar to the centroid model. There
is no requirement that the objects can be summed or scaled, and the objects of the model
are a subset of the data set.

Figure 2 shows an example of a centroid model of size 15. Gray dots are data vec-
tors.

2.2.2 Gaussian mixture model

Gaussian mixture model (GMM) is related to centroid model, but it is used to repre-
sent probability density distribution. It is also restricted to attributes with numeric val-
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ues like the centroid model. The main difference is that data objects belong to all com-
ponents of the model with varying degree of membership. As a result of this, each com-
ponent has a weight, rather than the number of objects mapped to it. These weights are
normalized to sum to 1. An example of a GMM of size 15 is shown in Figure 3. One
component of a GMM consists of mean vector, covariance matrix and component
weight. Given memberships, or a posteriori probabilities, of jth vector to kth compo-
nent, mjk, the mixing weight, or a priori probability, of kth component, is:

∑∑

∑
=

k j

jk

j

jk

k
m

m

w (3)

When there are no noise clusters or similar things involved, the double sum in the di-
visor is N, due to the restriction of Equation (1). When all memberships are 0 or 1,
equation (3) then equals nk / N.

The mean vector of the component is:

∑

∑
=

j

jk

j

jjk

k
m

xm

c (4)

The above equation equals to (2) in case all memberships are either 0 or 1. A neces-
sary parameter of the GMM is also the covariance matrix, which can be computed as a
weighted sum of the outer products of differences of data and mean vectors:

( ) ( )

∑

∑ −−

=

j

jk

j

kj

T

kjjk

k
m

cxcxm

v (5)

Figure 2: Example of a codebook. Figure 3: Example of a GMM.
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We only need to compute the diagonal values of the outer product when we know
that the variables are independent, or we do not care about the covariances. If variances
of different variables are expected to be equal in practice, then we can compute the
squared mean of the standard deviations. The user may know that the variances can be
left out if she has prior experience with the data. Leaving out variance information
leaves essentially the centroid model.

The covariance matrix contains shape information about the distribution of objects
from which it was computed. Mahalanobis-distance is a distance function that takes the
shape information into account and here it is used to compute distance from a object to
the mean of the component of a GMM. Inverse of the covariance matrix is used to ne-
gate the effect of shape:

( ) ( ) ( )TkM yxvyxyxd −−= −1,

The above equation reduces to the Euclidean distance if the covariance matrix equals
identity matrix. With the Mahalanobis-distance it is possible to compute the probability
density  of the distribution at location x with respect to kth component of the GMM.

( )
( )

( ) k

d

cxd

k
kkkk

v

ew
wvcxP

kM

π2
,,,

2

2
1 ,−

= (6)

The probability density at the location of an object with respect to the entire model is
the sum of the densities of the individual components.

2.3 Clustering criteria

There are numerous functions that measure the quality of clustering. When the cen-
troid model is used, a valid criterion for the error is mean squared error (MSE), which
is calculated as:

( ) ( )∑=
j

pj j
cxd

N
CXMSE

2,
1

,

A related criterion is the mean absolute error (MAE), in which the distance is not
squared.

While MSE indicates how well the centroid model represents the data, it is mono-
tonically decreasing as the model size increases, see Figures 4 and 5. The data set used
in Figure 4 is shown in Figure 2. Figure 3 shows the data set used in Figure 5. There is
more or less a visible bend or “knee” in the graph of Figure 4 at model size 15, which
would be the most suitable model size for this data set. In this data set the clusters are
fairly well separated but in the data set used in Figure 5, the clusters overlap and there is
no visible bend in the graph. Hence, finding such a bend cannot always be used as a
criterion for finding the most suitable model size.

Research has been done in identifying the location of the knee in the graph. In [21]
the ratio of subsequent distances between joined clusters is used alongside the values of
the clustering criterion to determine the best model size. In [93] only the values of the
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clustering criterion are used. The values of the clustering criterion are needed for all
model sizes in the desired range.
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Figure 4: Plot of MSE with bend. Figure 5: Plot of MSE without bend.

Likelihood is a measure similar to MSE for probability density distributions. Product
of the probability densities at individual objects is computed instead of distances to
components. For reasons of numerical precision, it is easier to compute logarithm of the
likelihood. It can be divided by N, which corresponds to the logarithm of the Nth root of
the likelihood and makes the log-likelihoods of different size data sets comparable. The
equation of log-likelihood for GMM is:

( ) ( )∑ ∑=
j k

kkkjk wvcxP
N

WVCXLL ,,,log
1

,,, (7)

Likelihood increases monotonically as the model size increases. Therefore the model
size with maximum value does not indicate the proper model size.

Several criteria have been developed for the explicit purpose of finding the best
model size, or the number of clusters. A common goal is maximizing the difference
between groups and minimizing the difference within groups. Several criteria are listed
in [80], but see also [58, 31, 89, 13, 12, 17, 42]. For GMMs, [79] contains a comparison
of several criteria. Here we describe two criteria in detail since they have been utilized
in publications [P1, P2, P3, P6, P7].

Davies-Bouldin index (DBI) [26] is designed to use a dispersion measure, such as
MSE or MAE, and distance between clusters, which can simply be the distance between
centroids or representative objects. Denoting the dispersion measure for cluster i with Si
and distance between clusters i and j with Mij, the cluster separation measure Rij is

ij

ji

ij
M

SS
R

+
=
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The index to be minimized is the average of the maximum Rij values for each i:

∑=
i

ijR
K

DBI max
1

Hence, the basic idea is to measure the separation of each cluster from its nearest
neighbor so that dispersion inside clusters in minimized and distance to nearest centroid
is maximized. Davies and Bouldin present a set of requirements that the dispersion
measure and the cluster separation measure should have in order to be usable in DBI.
Figure 6 shows graphs of DBI values for the data sets in Figures 2 (data set A) and 3
(data set B). For data set A, the index can clearly find the optimal number of clusters,
but for data set B the index indicates that the proper model size is 14, not 15. Hence the
number of clusters has been under-estimated.
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Figure 6: Example graphs of DBI. Figure 7: Example graphs of F-ratio.

There are several tests for clustering based on the scatter matrices computed from
the data [31]. These originate from statistical analysis of variance. The within scatter
matrix represents the scatter of objects inside cluster. Between scatter matrix represents
the scatter of clusters. The within scatter matrix is the sum of outer products of differ-
ences of data objects and centroids:

( ) ( )∑ −−=
n

pn

T

pn nn
cxcxW (8)

In case of GMM, we can compute a scatter matrix using the covariance matrices of
the components. Therefore, the original data is not necessarily needed. The matrices
will not be identical since covariance matrices have been computed using membership
probabilities instead of partitioning. The formula is:

∑=
k

kkvwNW



10

The between scatter matrix is computed using component means and the mean vector
of the data. Using wk = nk/N for centroid model gives:

( ) ( )∑ −−=
k

k

T

kk xcxcNwB . (9)

Using the Equations (8) and (9) it is possible to compute f-ratio [52] with traces
(sums of diagonal elements) of the matrices:

( ) ( )
( ) ( )BtrKN

WtrK
f

−
−

=
1

. (10)

By rearranging the terms of trace, one can see that the trace of W is the same as the
sum of squared Euclidean distances from data vectors to nearest centroids. Likewise, the
trace of B is the sum of squared Euclidean distances from cluster centroids to the mean
vector of data. Thus, we can rewrite the formula as:

( ) ( )
( ) ( )XCMSEKNK

CXMSEKN
F

,

,1

−
−

= .

Figure 7 shows a graph of F-ratio values for the data sets in Figures 2 and 3. The
criterion indicates that there are 15 clusters for both data sets.

2.4 Preprocessing the data

The data can be processed before clustering. The need for this varies. Some features
may have ranges that are orders of magnitude larger than those of other features, hence
the contribution of the other features may be negligible without normalization. This can
be usually done by subtracting the mean of the feature, and then dividing the result by
standard deviation of that feature.

Dimensionality reduction can be done to the data by using principal component
analysis (PCA) [55, 109] or independent component analysis (ICA) [51] for data that is
not Gaussian. Dimensionality reduction using PCA might decrease the number of fea-
tures significantly but it can also make interpretation of the results harder since the new
features have no clear relation to the original ones. It has been observed [116] that the
effect of PCA varies depending on which principal components the user chooses and
which distance function is used. There is no single preprocessing technique that can be
applied in every case, or a technique that is unquestionably suitable. Therefore, the deci-
sion to preprocess has to be made by the user. In clustering algorithms it is not pre-
sumed that any specific preprocessing is done, so preprocessing can be omitted.

An example of PCA and normalization is shown in Figure 8. The image on the left is
a grayscale presentation of the original color image. In middle and left are the RGB tri-
ples from the image. Right of it is the same data reduced to two dimensions using PCA.
On the right is the data after the standard deviations of both variables have been nor-
malized to 1.

Objects that are far away from all other objects are called outliers, and they can de-
crease the quality of the clustering. Hence, the removal of outliers, or rather, detection if
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there are any outliers, may need to be done. However, this topic is quite wide and what
is considered to be an outlier varies [76]. Outliers will also have an effect on normaliza-
tion and dimensionality reduction. Therefore, the normalization may need to be re-done
if normalization is a required step in the outlier detection process. Noise and outliers
have been considered in clustering algorithms, for example in so-called noise clustering
[23]. In noise clustering, the idea is that all objects are equally far from the noise cluster.
Therefore, due to the restriction of Equation (1) in fuzzy or in probabilistic clustering,
the objects that are far away from the model have smaller effect on the model since the
objects are closest to the noise cluster. Another approach is to consider the farthest ob-
jects to be noise [83].

Figure 8: Example of data normalization. Original image (left), RGB color values
(middle left), two principal components (middle right), and the normalized data (right).
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3 Algorithms for a fixed number of clusters

After the decision about representation of clustering has been made there remains the
question about the number of clusters. Fixing the number beforehand is a valid choice in
cases where the clustering algorithm is used to obtain a representation that consumes
less space but still represents the data well enough.

3.1 Algorithms for the centroid model

The most widely known algorithm for the centroid model is k-means [74]. The itera-
tive algorithm alternates between making a partitioning from a centroid model and vice
versa. Partitioning is made by mapping each object to the nearest centroid. The algo-
rithm converges to a (locally) optimal solution. The algorithm is also known as Gener-
alized Lloyd algorithm (GLA), hard c-means or Linde, Buzo, Grey (LBG) algorithm
[72]. The simplest way to generate the initial model is to select objects randomly. More
organized approach is splitting the data recursively and taking the means of the resulting
partitions as the initial centroids [72].

The tendency of k-means to get stuck on local optima has been dealt with in various
ways. Repeating the algorithm using different initial solution is a common method.
Fritzke [35] proposed an LBG-U algorithm with deterministic swap operation. The
swap operation moves the least useful centroid to a location near the centroid that con-
tributes most to the total squared error. To find the least useful centroid, each centroid is
removed in turn, MSE is computed, and the model with lowest MSE indicates the least
useful centroid. Then k-means is iterated until convergence. In Figure 9 are seen the
initial model, the models with one centroid removed in turn on the bottom row, the
model after swap on middle of top row and the final model on top right corner. The
whole procedure is iterated until the error after the swap and k-means has not decreased
any more. The LBG-U algorithm is less sensitive to the initial model, but the determi-
nistic swap can still get stuck on a local optimum.

A proposed solution to this is to use random swap to move a centroid to a location of
an object in a local search algorithm [37], denoted RLS. Major improvement happens
during the first few iterations of k-means. If there is no improvement, compared to the
best model found so far, the new model is discarded and a new swap is performed
starting from the currently best model. Pseudocode for the algorithm is presented in
Figure 10.
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Experimentally only two iterations of k-means was found to be sufficient. Result of
random swap and two k-means iterations are shown in Figure 11. On the left is the ini-
tial model, in the middle the model after swap and on the right the model after the k-
means iterations.

Figure 9: Example of LBG-U iteration. Initial model (top left), models used in deter-
mining utility (bottom row), after swap (top middle) and after k-means (top right).

C, P := RLS(X, C, P)
Repeat

Cnew, Pnew := C, P
Cnew := Swap(X, Cnew)
Cnew, Pnew := k-means(X, Cnew, Pnew)
If Error(Cnew, Pnew) < Error(C, P) Then

C, P := Cnew, Pnew

Until stopping criterion is true
Return C, P

Figure 10: Pseudocode of the RLS algorithm.

There is no way to detect if the algorithm has converged to an optimal solution. The
user must specify either a fixed number of iterations or otherwise determine when the
algorithm has advanced close enough to the optimal solution so that further iterations
would give no significant improvement.

An alternative to moving centroids is to add and remove them. Iterative split-and-
merge algorithm [59] performs a number of split and merge operations on the clusters
so that after splits and merges, the model size is the same as before the operations. For
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the leftmost data and model in Figure 11, the algorithm can split the lower cluster and
then merge the two upper centroids into one. The final model is obtained after iterating
k-means.

Figure 11: One iteration of RLS: initial model (left), after swap (middle) and after k-
means (right).

Changes to the partitioning are proposed in [48]. Model is changed by first moving a
number of objects to randomly selected partitions and then updating the model. After
the update, an algorithm similar to RLS, but without k-means iterations, is used to fine-
tune the model.

Approaches that change the entire model include stochastic relaxation [119], where
noise is added to the centroid vectors. The amount of noise decreases as the algorithm is
iterated. The noise is meant to allow the model to move from one optimum to another so
that the global optimum will be reached. Deterministic annealing [92] starts with objects
belonging to all groups with nearly equal membership values. The groups are gradually
allowed to become non-overlapping by restricting the memberships to 0 and 1 in the
end.

Changes to k-means to make it less sensitive to initial model tend to make the algo-
rithm more complex, and increase the processing time. However, in cases where finding
a good clustering is difficult, the additions reduce the need to repeat the algorithm with
different initializations and thus decrease the required processing time. If it is easy to
find a good clustering for particular kind of data then using a more advanced algorithm
may not be necessary [61].

Clustering algorithms based on genetic algorithm (GA) [43] have also been pro-
posed. Some utilize binary representation of the model [47]. Representation specific to
the application is used in [77]. Combination of GA and k-means [87, 97] uses GA to
search for global optimum and k-means to speed up the search by converging each
member of the population to nearest local optimum.

There are cases where there is no possibility to add the vectors together and scale
them. In place of centroids, we select the object that has the smallest sum of distances to
other objects in the partition. This requires going through all pairs of objects inside each
partition. This is done in an algorithm analogous to k-means called partitioning around
medoids (PAM) [58], or k-medoids. It should be simple to convert an algorithm for
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centroid model to use representative objects if the algorithm relies on properties of
vector space only in the centroid computations.

It is possible to operate on the matrix of distances between objects, if the objects
themselves are used only in distance computations and selection of cluster representa-
tives. A variant of using representative objects is to use only the values for each feature
that the set of objects contains. For each variable, the allowed values are the values that
occur within the set, and the representative object is constructed by selecting the most
appropriate value for each feature. The value can be the most common value inside the
partition, for example.

An variant of k-means algorithm for the case where the number of objects in each
cluster must not exceed a predefined limit is given in [84]. Partitioning step is replaced
by solving the transportation problem [3, 60]. As a result, only specified number of ob-
jects is mapped to each centroid. Prior knowledge about which objects belong to the
same cluster and which do not is the constraint discussed in [108].

If DBI is used as the clustering criterion, the mean vector is not an optimal cluster
representative, as noted in [P3]. Moving the centroid slightly away from the mean will
improve the value of DBI, at the cost of increasing MSE. Furthermore, after the centroid
has been moved, it is possible that the partitioning could change as well. Therefore no
changes in partitioning were made after the model alterations.

3.2 Algorithms for the Gaussian mixture model

When GMM is used, the basic algorithm for obtaining a model from the data is the
Expectation Maximization (EM) algorithm [24, 78]. The algorithm maximizes likeli-
hood of the data with respect to the model, see equation (7). As in k-means, EM algo-
rithm works by alternatively updating the model considering which object belongs to
each component and with what probability, and mapping the objects to components.
This is repeated until the model converges to a (local) optimum. A variant that updated
the model several times per one pass over the data is presented in [86].

Membership of an object to a component is computed using Equation (6). Sum of
densities over all components is normalized to 1, and the normalized values are the
membership values mjk used in Equations (3, 4, 5) when the component weights, means
and covariances are computed.

GMM is more complex than the centroid model and initializing GMM is therefore
more demanding. A common practice in EM is to first iterate k-means and then use the
partitions to initialize component weights and covariance matrices. This has the advan-
tage that the user does not need to make educated guesses about the initial covariance
matrices or use a scaled version of the initial covariance matrix of the entire data set. A
potential drawback is that k-means is affected by the scaling of the variables in the data,
which may affect the final solution of the EM algorithm. Technically one can use the
Mahalanobis-distance with the covariance matrix of all of the data which would make
the data appear normalized to k-means.

The GMM obtained directly from partitioning of the data may be usable, as noted in
[74]. Such model has been used for speaker recognition [64].
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A deterministic annealing variant of EM algorithm has been proposed in [62]. The
component weights and covariance matrices are constrained to be close to each other
during the annealing process until the constraints are removed at the end. A similar al-
gorithm is given in [106], where only the component weights are constrained.
Figueiredo and Jain point out in [32] that EM algorithm exhibits annealing behavior
when component weights are initialized to 1/K, where K is the model size.

There is a variant of the EM algorithm that merges nearby components and splits
large components. The SMEM algorithm [105] uses the sum of products of member-
ships between two components to determine suitability of the pair for merge:
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Selecting a component for splitting relies on finding a component which describes
the data poorly. The authors define local Kullback divergence as:
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Function f in Equation (11) measures local data density around the component and is
defined as:
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Function δ is an estimate of the local data density around location x. The larger the
value of Equation (11) is, the worse the component represents the data locally. Such
component is a good candidate for split.

In the SMEM algorithm one split and one merge operation is performed for each it-
eration of the algorithm, keeping the model size constant. After the operations, the
changed components are first optimized locally, so that only their parameters are al-
lowed to change. After that, the EM algorithm is run until the model converges. The
entire process is iterated for an user-specified number of times.

3.3 Fuzzy and possibilistic clustering algorithms

Object memberships can be assigned in fuzzy [118] or possibilistic manner. A fuzzy
variant of k-means is called fuzzy c-means (FCM) algorithm [25]. The algorithm uses
fuzzy membership values in the same way as the EM algorithm uses a posteriori prob-
abilities in computing the update weight of each object. The process is iterated until
convergence. Since fuzzy sets leave room for the designer to decide how the fuzzy
memberships are computed [69], fuzzy algorithms can be, to some extent, tuned for the
application in question.

Possibilistic approach [68] relaxes the restriction of Equation (1) that the sum of
memberships of any object should be 1. It is replaced by the requirement that the maxi-
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mum membership of an object in some cluster should be greater than 0. This variant of
k-means is called possibilistic c-means (PCM). The clusters become uncoupled and the
algorithm becomes more immune to noise than FCM. The noise immunity is achieved
because the memberships of outliers remain small and the outliers have only small ef-
fect on the centroid computations. A consequence of the uncoupled clusters is that PCM
can produce clusters that contain the same objects with nearly same memberships [8].

In the FCM algorithm the model is centroid model. The centroids can be closer to
each other than when a hard partitioning is used. This is because the membership values
are commonly computed using squared inverse distances, so objects attract the centroids
of neighboring clusters. Techniques such as deterministic annealing can be used with
fuzzy logic as well [92].

There are several fuzzy, or soft, clustering algorithms, many of which have their
counterparts in hard clustering algorithms. This work is restricted mainly to hard clus-
tering and soft clustering with GMM.

3.4 Binary variables

When the data set consists of binary vectors there are some special conditions to be
considered [40]. Due to binary-valued attributes, the mean vector is not usually a binary
vector and hence, cannot be used in the centroid model. When mean vectors are used in
intermediate steps of an algorithm they have to be rounded in the end, see Figure 12.
Using binary vectors as a model, on the other hand, prevents gradual changes as the
value can only change from one 0 to 1, and vice versa.

Stochastic relaxation and annealing algorithms are usable, as they do not rely on
gradual changes alone. Random changes made to the model cause changes in the parti-
tions, and consequently, the model vectors are able to move around.

0.0 1.00.5

0

1

0

1

1

0.4

0.2

0.5

0.7

0.6

Figure 12: Converting centroid vector (0.5 0.7 0.4 0.6 0.2) to a binary vector.
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4 Varying the number of clusters

When the number of clusters is unknown, the basic approach is to vary the model
size in a given range and then keep the model that is the most suitable for the needs of
the user. There are several approaches to changing the model size depending on the
range of model sizes, and whether we need to store all models for later inspection. If we
want to have all models from the specific range, then we must generate them all and the
main problem is how to generate them efficiently.

4.1 Hierarchic algorithms

A basic feature of hierarchic algorithms [100, 58, 31] is that they initially consider all
objects either to belong to the same cluster, or each object to belong to its own cluster.
Divisive algorithms proceed by splitting the clusters. Agglomerative algorithms join the
clusters. The process continues until the desired model size or number of partitions has
been reached. Therefore, hierarchic algorithms can produce models of all sizes. Clus-
tering criteria can be used to select the most suitable model among all generated models
of different sizes. The algorithms perform irreversible decisions. If two objects are sepa-
rated at some level, then they remain separated.

Certain hierarchic algorithms do not use the data objects. Instead, they operate on a
matrix of distances between the objects [31]. Similarities can be used as well. Objects
are needed only to compute the matrix. Therefore, the algorithms are applicable to any
kind of data. In single linkage algorithm, for example, joining is done between the two
clusters with the smallest distance between objects between clusters, see Figure 13. Av-
erage linkage uses average distance between all pairs of objects in two different clusters
as the cost of joining the clusters. In complete linkage, joining is done based on the
maximum distance between all pairs of objects between the clusters, see Figure 14.

Ward’s method [110] is an agglomerative algorithm that joins the pair that results in
the best value of the user-chosen criterion function among all candidates. In vector
quantization, the algorithm is generally known as pairwise nearest neighbor (PNN) al-
gorithm [28]. Equitz gives an equation for the increase of error as the result of joining
two clusters:
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Figure 13: Joining in single linkage. Figure 14: Joining in complete linkage.

Performing a division of a cluster into two new clusters is not as simple as joining
two clusters. A straightforward way is to select two objects farthest from each other in-
side a partition, and then divide the remaining objects according to these objects [100].
For data in vector space, the largest principal component of the objects in the partition
can be used in finding a hyper-plane that is used to split the cluster [114].

If hierarchic algorithm is run to the end, the result is a dendrogram that can be used
in trying to decide how many clusters there are, and which objects belong to which
cluster. In Figure 15 there is a data set with two clusters. Dendrogram produced by av-
erage linkage is shown in Figure 16. Each subtree represents a subset of the data. Verti-
cal distance between horizontal lines joining the subsets is directly proportional to the
average distance between all pairs of objects between the two clusters.

Figure 15: Data set with two clusters. Figure 16: Dendrogram produced using
average linkage agglomerative clustering.

As a by-product, models of all sizes from 1 to N are obtained. The extreme case of
one object per cluster is not likely to be useful, and neither are the other large models.
One can assume that the interesting models are the smaller ones, hence a divisive ap-
proach is expected to give the result faster than an agglomerative approach.

Modification of the distance matrix is a basic operation when speeding up the algo-
rithm or changing the clustering produced by hierarchic algorithms. For example in
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[112], all distances except the ones where one object is in the kth nearest neighborhood
of the other are set to ∞. Similar approach has been used to speed up the pairwise near-
est neighbor algorithm [38] to achieve O(NlogN) time complexity. Likewise for the sin-
gle linkage algorithm [27], the time complexity decreases to O(kN2). In Chameleon
[56], a kth nearest neighbor (kNN) graph is used as a starting point. The graph is parti-
tioned to get the initial clusters. Clusters are joined by using interconnectedness and
closeness information from the graph. Only the distances in the kNN-graph are used by
the algorithm. The authors demonstrate that the algorithm is capable of finding arbi-
trary-shaped clusters.

One need not use distance function to compute the values in the matrix. Similarity
matrix can be constructed by running k-means repeatedly and then assigning similarity
between object pairs depending on how many times the objects ended up in the same
partition [33]. This relies on the tendency of k-means algorithm to move the centroids to
positions where the density of objects is high when the model size is high. In such case,
centroids do not end up in areas of low density between clusters.

There are variants of hierarchic algorithms that perform local optimization using, for
example, k-means after each split or merge to obtain better intermediate codebooks [22,
90, 107]. These variants are not strictly speaking hierarchic as they do not produce den-
drograms, but they still provide the user with multiple codebooks. The variants usually
require that the objects lie in a vector space. Abandoning the strictly hierarchic nesting
of clusters inside larger clusters produces better results in terms of lower error, because
the partitions can be adjusted to the current model. Figure 17 illustrates the difference.

Figure 17: Original partitions (left) and alternative partitions (right) with joined parti-
tions (dashed line) or partitioning to closest centroid (solid line).

Instead of joining the nearest neighbors in agglomerative clustering, an alternative
inspired by gravitation has been proposed in [113, 70]. Every object is moved to the di-
rection determined by gravity caused by the other objects. The aim is that nearby ob-
jects clump together first. The formed groups gradually move closer and form larger
groups that attract their neighbors more strongly. These two algorithms are iterative and
at each iteration, objects that are close enough to each other are joined together. These
algorithms provide a dendrogram, but since the objects and clusters move towards the
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center of gravity of the data set during the process, the joined objects cannot be used
directly as centroids.

Model size can be changed by more than one. Competitive Agglomeration [34] is a
fuzzy algorithm, which discards all clusters that have too few objects. The limit is given
by the user. The algorithm does not produce models of all sizes and it stops automati-
cally when the model size does not change and the algorithm has converged.

Another approach that resembles hierarchic methods is X-means [90]. The idea is to
split each partition if two centroids describe the partition better than one centroid. Let Xj

be the set of objects that belong to cluster j and let p be the number of parameters
needed to represent the component. The method uses Schwarz criterion or Bayesian in-
formation criterion [57]:
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The criterion is computed inside each partition separately. LL is log-likelihood given
by Equation (7), when computed using one component only. Each split is performed
independently of each other, so several splits can occur at once. Value of Equation (12)
is to be maximized.

GAs have been used to find hierarchic clustering [73]. The algorithm is based on the
existence of a mapping from dendrogram to distance matrix. Individuals of the popula-
tion represent the order of objects and the tree structure. The squared error between the
distance matrix and initial distance matrix is minimized. The optimal order and tree
structure should yield minimal difference between the two distance matrices.

It is not possible to start with one component formed of just one object, when the se-
lected model is a GMM. This is because the covariance matrix is singular until the
number of objects that contribute to a component is at least one greater than the dimen-
sionality of the data. Using agglomerative clustering until the groups are large enough
to be handled with GMM is proposed in [39]. Different criteria to be optimized in ag-
glomerative clustering algorithm for different types of covariance matrices have also
been presented there. The starting point can be an existing GMM, which is reduced to
model size 1 in a hierarchic manner [44]. The algorithm proceeds by clustering the
components and joining them together. Joining several components during one step is
also possible. In [32], those components are removed, for which the sum of object
memberships multiplied by two is lower than the number of parameters required to rep-
resent the component.

4.2 Generating models within a range

A simple method to obtain all models from a given minimum size to a given maxi-
mum size is to generate them one by one. When the models are generated independently
of each other, we can use any algorithm described in Chapter 3. Another approach is to
utilize the best solution for the preceding model size, and change it by adding or re-
moving a component. In this way, the changed model may be close to optimal and the
algorithm may converge faster or find a better solution within a given time constraint.



22

Removal of a component is simpler of the two alternatives, since the number of re-
moval positions is much smaller than the places where one can add a new component.
Adding new components offers a natural starting point if we start with model of size 1.
Algorithms that change the previous model size by one and generate several candidates
generally can be considered as hierarchic algorithms when the number of candidate
models depends on the previous model size [90]. That is, when each component is re-
moved in turn or each cluster is split in turn.

Using k-means as a starting point, global k-means [71] starts with a model of size 1
and keeps adding new centroids until the given model size has been reached. The new
centroids are selected from internal nodes of a kd-tree [11] to find good positions and to
cover the entire area where there is data with the candidate vectors. Each candidate so-
lution is fine-tuned with k-means and the best one is used as the initial solution for the
next round. Using kd-tree provides a sufficient number of candidates so that the quality
of the solutions is identical to that of using all data vectors as the set of candidates. Us-
ing the smaller candidate set requires much less time.

Generating a model for all model sizes in the search range may not be necessary.
Skipping some model sizes is a viable approach if the clustering criterion has reasona-
bly smooth graph, see Figure 19. The fewer local optima the graph has, the better for the
algorithm. The values surrounding the optimum value should also differ enough from
each other so that the optimum value is clearly distinguishable. Figure 18 shows a range
in the graph of DBI where it is potentially possible to find the optimum value by
changing the model size by simple descending approach. If the search can be focused to
this range, the optimal model size is expected to be found quickly compared to search-
ing the entire range. Finding the narrow range, however, is harder than finding a wider
range, as in Figure 19. There small changes to model size are, in theory, sufficient to
find the optimal model size.

0.0

0.2

0.4

0.6

0.8

1.0

1.2

2 10 20 30 40 50

Model size

D
B
I

Search range

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

2 20 30 40

Model size

F
-r
a
ti
o
 ×× ××
 1
0
0
0

10 50

Search range

Figure 18: Narrow range around optimum
value of DBI.

Figure 19: Wide range around optimum
value of F-ratio.



23

Two GA-based approaches [102, 103], related to single linkage, use a two-stage pro-
cess. The first stage divides the data into subsets which are then clustered together in the
second stage. Average distance to nearest neighbor is used to find the subsets. The aver-
age distance is computed over the entire data set. The subsets are the connected compo-
nents formed by linking objects to their neighbors whenever the distance is less than the
average distance to nearest neighbor. Clusters are formed in the second stage by joining
the subsets together. Each individual in the population of the GA is a single cluster, so
the algorithms need to find a set of most fit individuals. Distances between subsets in
same cluster should be minimized and distances between different clusters maximized
[102]. In [103], after the subsets have been formed, their mean vectors are computed.
Distances between mean vectors are used instead of distances between objects in the
subsets. The authors present a heuristic strategy for determining the number of clusters,
based on minimum distances between centroids and the spread of the clusters.

Davies-Bouldin index is used in the fitness function of a GA in [7]. The algorithm
allows for the model size to vary within a pre-specified range. This is accomplished
with a value that indicates that the centroid is not used. Hence, different number of val-
ues that indicate missing cluster in the individual produce models of different size. In
[41], F-ratio is used inside the cross-over operator to select the model returned by the
operator.

4.3 Small changes to the model size

When the proper model size is known approximately, a suitable way to alter the
model size is to change it in small steps. An early example is ISODATA [5] where the
user gives a lower and upper limit to the partition diameter. Two neighboring compo-
nents are joined if the diameter stays within limits. Any partition that is too large is
split. Consequently the model size changes, and if the initial clusters were much larger
or smaller than the given constraints, the change in the model size can be quite large.

A competitive EM algorithm [120] uses the same split and merge criteria as the
SMEM algorithm [105]. The algorithm chooses either a split or a merge operation
whenever the model has converged during the EM iterations. Components with small
mixing weight are annihilated as in [32].

Adding new components to areas where distribution of data does not match the dis-
tribution indicated by a GMM is done in [99]. The area covered by each component is
divided into equally probable areas. Each area should have an equal number of objects,
provided that the model represents the distribution properly. For each area, objects are
counted. There is a parameter that indicates the allowed deviation from the expected
value. If the deviation is exceeded, the area is considered to have too many or too few
objects. Another parameter controls how many deviating areas the component is al-
lowed to have. New components are added to areas with too many objects if there are
too many areas that deviate from the expectation.

A similar idea is used in an iterative algorithm in [94]. The maximum difference
between the density estimate computed from data objects and the density computed
from the model is used to determine where the new component should be added. Com-
ponents with small weight are candidates for removal. Adding new components and re-



24

moving components with small weight is random to some extent. Regions with higher
difference of the density estimates have higher probability of being selected as locations
for new components. Likewise, inverse component weight is used to compute the prob-
ability of removal.

Only one component is added or removed per iteration of the algorithm in [94]. EM
algorithm is iterated a few times during each iteration of the main algorithm. Probability
of component removal or addition is initially 1, and it linearly decreases to 0. Likewise,
number of EM iterations is initially 1 and it linearly increases to 10. When the model
size changes, the component removal is chosen to be performed if the removal im-
proved the model during the previous iteration, or if addition did not improve the
model. Same logic is used for adding a new component. If the score of the model did
not improve after the EM iterations, the new model is discarded and the previous one is
used as the starting point.

4.4 Partitioning objects or components together to form clusters

When only a partitioning of the data is used, there are some alternatives besides the
basic hierarchic algorithms, such as single and complete linkage. Even if a model is
used, each component of the model can be thought of as an object, and linked together
with other components to form arbitrary-shaped clusters. Hence, joining components
together is not a new idea. The main feature of the algorithms presented in this Chapter
is the capability to produce arbitrary-shaped clusters. The result of the clustering is ei-
ther a partitioning of data objects or a partitioning of the components of the model. In
cases where a model produced from the data is used as the starting point, the model
should be sufficiently detailed so that the actual shape of the clusters can be still found
by linking the components.

An algorithm based on forming trees [67] assigns a parent to each object whenever
possible. Parents are chosen from the neighborhood of each object. Objects that are
close and have much higher estimated density are likely to be chosen as the parent. Each
object has only one parent, and the algorithm restricts the links so that only trees are
formed. The number of trees corresponds to the number of clusters. An object that has
no objects of higher density close to it will become a root of a tree. The results indicate
that the algorithm tends to split clusters into several trees but the largest trees tend to
hold most of the objects.

Refining an existing partitioning can be done using majority-vote inside a given
neighborhood of an object [65, 66]. For each object, the algorithm finds the partition
with most objects in the neighborhood. An example is shown in Figure 20. The object at
the center will move to partition consisting of square objects. The process is iterated
until no object changes partition. The algorithm resembles k-means, except that there is
no centroid model.

Boosting-based clustering [36] relies on sampling the data set repeatedly. A model is
generated for each random sample, for example using k-means or fuzzy c-means. A new
partitioning for the data set is computed using the model. The new partitioning is com-
bined with an aggregate partitioning using a voting scheme. When the actual clusters are
divided in a partitioning, the borders of partitions end up in arbitrary places inside clus-
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ters, but remain mostly in the same places between the clusters. As a result, objects at
different sides of cluster borders are voted into different clusters even if they end up in
the same partition occasionally.

Figure 20: Voting to partition objects. Figure 21: Clustering by joining grid cells.

CLIQUE [2], ENCLUS [20] and MAFIA [82] all attempt to find clusters in sub-
spaces. Dense areas are joined together. CLIQUE uses a fixed-size grid. Two grid cells
that have sufficiently high density are joined together to form clusters provided the grid
cells share a side. ENCLUS uses entropy of the grid cell instead of density. Low en-
tropy indicates clusters. MAFIA uses an adaptive grid and density information. Figure
21 shows an example of the clusters produced on a fixed-size grid.

An algorithm that links centroids is presented in [104]. After initial clustering by k-
means using a large model size, a distance matrix between the centroids is constructed.
The distance between two centroids is inversely proportional to number of objects in a
hyper-cylinder that has its end-points at the centroids. The number of objects corre-
sponds to density of objects between the centroids. Two centroids with lots of data ob-
jects between them are more likely to lie inside the same cluster than two with just few
objects between them. Distances are computed only between neighboring centroids. The
linking is done with an agglomerative clustering algorithm. After linking and deciding a
cut-off point for the dendrogram, the centroids have been divided into clusters. It is pos-
sible to construct a piecewise linear model consisting of the line segments between cen-
troids in the same cluster. In this model, the distance of an object to a cluster is the dis-
tance to the nearest line segment.

The same idea can be used for GMM. The advantage is that the probability density
can be computed anywhere directly from the model. Therefore, if the density estimate
computed using the objects correlates with the probability density computed using the
model, it is possible to compute the values of the distance matrix without using the
original data. Since the objects are not counted, the hyper-cylinder can be replaced with
straight line between the component means. The minimum probability density along the
line is taken as the density between the components, since it corresponds to the separa-
tion between the components.

Technically, one should use minimum probability density along a path between the
two components, with the path chosen so that all other possible paths have lower mini-
mum probability density. For nearby components, the straight line between component
means is likely to be a reasonable approximation. Since there can be a path which goes
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from one mean to the other mean entirely along area of higher probability density, the
straight line provides a lower limit to the true value.

A difference between relative and absolute densities can be made when constructing
the density matrix. If there are clusters that have quite low density compared to some
other cluster, but which still have higher density than the surrounding area, then using
absolute densities will result in no components being joined inside these clusters. If the
density is relative to, for example, maximum density of the end-point components at
their means, then the components in clusters with lower overall density can be joined
together earlier. Using relative densities favors linking in areas where the density be-
tween two components remains roughly the same as near the component means. The
difference is shown in Figure 22. Density distribution of the data is shown on the left. In
the middle is the result of linking using absolute densities, on the right the result of
linking using relative densities. Dark lines between components are stronger links than
thin, gray lines.

Figure 22: Density contours of data distribution (left), result of linking using absolute
densities (middle), and result of linking using relative densities (right).
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5 Large data sets

The algorithms presented in the previous chapters make the implicit assumption that
all data can be kept in memory at once, and the explicit assumption that multiple passes
are acceptable. This is not always the case. If all data does not fit into memory, the data
needs to be read from mass storage once per every pass. For example, every partitioning
step in k-means requires one pass. This may be prohibitively slow. In this chapter, algo-
rithms for large data sets are considered.

Need for processing large data sets has been around for a long time, but the notion of
what is large has changed during the years. Even though computers get faster and have
more memory than before, an efficient algorithm that finds good solutions for large data
sets can most likely be used for smaller data sets as well.

There are different requirements for algorithms that deal with large data sets. Data
stream algorithms [45] are allowed to store some data objects, but each object is read
only once. Data stream algorithms are not required to take action after an object arrives,
so they can store a set of objects that are not modeled yet. These algorithms should be
able to accept the data in arbitrary order as there is no guarantee that the data is stored
anywhere. On-line algorithms should be capable of updating the model after new data
has arrived. Some algorithms allow removal of data objects as well [1]. On-line algo-
rithms model the previously seen data so that the model is available at all times.

Some algorithms concentrate only on using less memory. They may read all data, or
just take random samples. In cases where the algorithm uses only a small part of the
data, the whole set can be partitioned afterwards, once the model has been created.
Some algorithms rely on suitable data structures so that the required objects and their
nearest neighbors are found efficiently. Without such structure, these algorithms may
have Ω(N2) time complexity due to the neighborhood search [4]. Only the objects in the
neighborhood need to be stored in memory at once.

Several of the algorithms for large data sets take outliers into consideration. Even if
the probability that an object is an outlier is low, in a large data set there will be some
outliers. In the algorithms described in this chapter, objects that remain alone after some
clustering steps or objects that have low estimated density are usually considered to be
outliers.

Even when the entire data set fits into the memory, Ω(N2) time complexity may be
too high in practice. This may exclude agglomerative algorithms, which typically have
at least quadratic time complexity. Fast agglomerative algorithms [38] rely on fast kNN
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search so that the overall time complexity is less than Ω(N2). Performing a thorough
search over some range of model sizes may also become too expensive. A clustering
algorithm for fixed model size has usually at least linear time complexity, because it has
to go through all objects at least once. Performing the search for different model sizes,
possibly several times for each model size may have too high time complexity for prac-
tical purposes. If the lower bound for the time complexity of a clustering algorithm for
fixed model size is Ω(N) and the number of model sizes that are used is proportional to
N, the total time complexity will be Ω(N2). The clustering algorithms presented in this
chapter either determine the model size or the number of partitions automatically, or
they keep the model size fixed.

5.1 Data reduction algorithms

A way to cope with large amounts of data is to reduce it before generating the model.
Data reduction algorithms try to represent denser areas with fewer objects while main-
taining some accuracy in areas where the objects are sparsely distributed. The simplest
approach is to take a random sample and use it instead of the entire data set. The sample
must be large enough to capture the distribution of the data with sufficient detail. This
becomes harder when the dimensionality of the data increases, as the tails of the distri-
butions contain larger part of the probability density [98].

BIRCH [121] is an algorithm designed to reduce a large data set into clustering fea-
tures, which contain position and distribution information. The user can set the maxi-
mum amount of memory the algorithm may use. As data is read, the algorithm com-
bines objects into larger and larger clustering features to stay below the memory limit.
These clustering features consist of the number of objects stored into the feature, their
sum and sum of squares. Thus, it is possible to compute the mean and variance.

Outliers are dealt with as an optional special case. During the joining of clustering
features, if the algorithm encounters a clustering feature that has far fewer objects than
the other clustering features, that clustering feature can be considered to be an outlier.
They are stored externally and read in afterwards at which point the final decision is
made about whether the clustering features represent outliers or not.

After the data set has been processed, the clustering features can be clustered using
any algorithm that has been modified to use the clustering features instead of the data
objects. Basically the clustering features contain the same information as a GMM, so in
some sense the modified algorithm operates on a GMM. However, the major difference
is that due to limited radius of the clustering features, the algorithms only need to con-
sider the distances between the features. The spread of objects within the clustering
features can be ignored since the features do not overlap and are mostly of the same
shape. Data reduction using BIRCH before the actual clustering has also been used in
[21, 54].

In a way, BIRCH produces a very detailed centroid model with extra information.
Therefore, it might be possible to produce a model directly with BIRCH by limiting the
available memory. Then BIRCH would be suitable for incremental updates of the model
as well. However, the data compression stage in BIRCH does not keep the number of
clustering features constant. Also, it is argued in [19] that BIRCH depends on the order
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of the data so that the clustering features may end up containing objects from neigh-
boring clusters.

Whether a random sample or the clustering features are used, it is suggested in [16]
that both the objects in the sample and clustering features should be weighted according
to how many objects they represent. For representative objects, this requires finding the
nearest neighbor among the representative objects for all data objects. The authors in-
troduce the data bubble, which contains the location, weight, radius information, and
the average kNN-distance of all objects represented by the data bubble. The radius and
average kNN-distance indicate the wideness of the area over which the original objects
were spread. This information along with a specific distance functions for data bubbles
helps to decrease the loss of information due to random sampling, or compression as
used in BIRCH.

Figure 23 shows a data set of 10000 objects before and after data reduction. The
number of objects has been reduced to 1081. The size of the dot is proportional to how
many objects are represented.

Figure 23: Data set of 10000 objects (left), and after reduction to 1081 objects (right).

Equations (8, 9) can be computed from the clustering features as well as from the
original data. One must only take into account the weighting of the features. The result
of the Equation (9) is accurate. The Equation (8) gives an estimate unless one stores the
entire covariance matrix in each clustering feature. However, Equation (10) can still be
computed accurately from the clustering features. In practice, clustering features force a
slightly different partitioning than the original data would allow.

5.2 Partition and representative object -based algorithms

Having the information about clusters stored in a partition has the drawback that
there are as many partition indices as there are data objects. Therefore, partitioning may
be impractical for huge data sets. In some cases, producing a partitioning is an optional
final step, as in [121].
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Leader [49] is an algorithm that constructs a model of the input data by picking rep-
resentative objects from the input data. Any object further than the user-specified limit
is added to the model. Objects are mapped to the first representative in the model that is
close enough. The algorithm requires only one pass, but the limit must be set to a suit-
able value. A large limit will produce a small model that does not describe the model in
any detail, and too small limit can result in a model of excessive size.

CLARA [58] uses random sampling and PAM [58] to find the representative objects.
PAM is run until convergence, and the random sample is then replaced with another
one. The previous model is used as the initial model for PAM with new random sample.
CLARANS [85] is an improved version of CLARA [58]. In CLARANS the random
sample is drawn at each step of PAM. Hence, there is a greater possibility that good rep-
resentative objects would be selected, but at the cost of increased need to access the
data. Once the final representative objects have been found, the entire data set can be
partitioned.

The main idea of CURE [46] is to cluster a random sample using a hierarchical algo-
rithm, remove outliers, and then use several objects from each cluster as representatives
of the cluster. Outlier removal is done during the agglomerative clustering. At some
user-specified point, clusters consisting of one or two objects are removed. Then, at the
time when the number of clusters is slightly above the desired number, smallest clusters
are removed as outlier clusters. After that the whole data set can be partitioned using the
representatives. Objects are mapped to the cluster with the closest representative. The
initial random sample must be large enough so that small clusters are not missed during
the clustering phase.

The approach used in [45] reads the data set in blocks. For each block, a model is
produced. The models are combined, and they are then treated as data and clustered. To
keep the amount of memory limited, there are intermediate models in several levels.
Each intermediate model has a fixed maximum size and if it is exceeded, a smaller,
higher level model is generated. At the end, the final model is generated.

5.3 Density-based algorithms

Algorithms that rely on using density estimates usually require a fast method of ob-
taining density estimates for data objects and possibly the nearest neighbors, or neigh-
bors inside a specified range, usually by using a suitable indexing structure, such as R*-
tree [10]. Therefore, the user will have to create the structure unless it already exists.
These algorithms usually produce a partitioning since the clusters can be of arbitrary
shape.

DBSCAN [30] is based on the idea that the object density around each object in a
cluster should exceed some user-given limit. In DBSCAN, a fixed radius is used. The
number of objects inside the radius, or neighborhood, is the density estimate. Objects
for which the user-given density limit is exceeded are called core objects. Any object
that can be reached from a core object by moving through any chain of core object
neighborhoods belongs to the same cluster. Hence clusters can be arbitrary-shaped. All
objects which are not reachable from any core object have lower density than the user-
given limit and are regarded as noise.
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An incremental version of DBSCAN is presented in [29]. The main observation be-
hind the algorithm is that insertions and deletions of objects affect only small neighbor-
hood around them. Since core objects define the clusters, it is only necessary to consider
the core objects close to an object that has changed core status due to insertion or re-
moval. An object becomes a core object if the density estimate exceeds the user-given
limit, and likewise, a core object becomes a common object when the density estimate
falls below the limit. Objects can become noise if enough objects are removed from
their vicinity, and vice versa. Consequently for relatively small number of updates the
algorithm is much faster than re-running DBSCAN.

OPTICS [4] sorts the objects into a decreasing order according to the distances that
DBSCAN uses when performing clustering. Using the ordering and stored distance in-
formation, the data set can be clustered in the same way as DBSCAN would cluster the
data using any user-given radius that is smaller than the radius used in generating the
ordering. As in DBSCAN, an efficient region-query is required. An online version is
introduced in [1].

DBCLASD [115] relies on identifying clusters based on the distribution of distances
to nearest neighbors inside cluster. Candidates are selected from the neighborhoods of
the objects that already belong to the cluster. A candidate object is added to the cluster
if the distribution of distances to nearest neighbors inside the cluster still matches the
expected distribution according to χ2 test with given confidence level. The neighbor-
hood radius depends on the area the cluster covers and inversely on the number of ob-
jects already in the cluster.

DENCLUE [50] is a gradient-ascent algorithm. Basically, a Parzen window [88] is
used as a density estimator and the gradient search is done to find a mode of the distri-
bution. Algorithm uses Gaussian window function with tail of the distribution cut off.
Modes of the distribution are used to identify clusters. Several modes can form one
cluster if the probability density between modes does not decrease below a limit speci-
fied by the user. Any mode with probability density below the limit is discarded as
noise. To speed up the search, DENCLUE divides the data using a grid. All grid cells
with too few objects, determined using an optional limit given by the user, are not used
to start searches. Cells are stored in B+-tree [9] for faster access during the gradient
search. For further speed-up, all objects that end up inside the density estimation win-
dow during the search are mapped to the same cluster as the object where the search
started.

5.4 GMM-based algorithms

There are at least three online-EM algorithms [6, 95, 122]. The algorithm in [6] is a
competitive learning [63] algorithm designed to use GMM. The one by Sato and Ishii
[95] can create new components if the new object is far away from the model. The co-
variance matrix of the new component is a scaled identity matrix. The scaling factor is a
product of an user-specified scaling factor and minimum squared distance from the ob-
ject to component means, divided by data dimensionality. A component is removed if
the component weight becomes too small. In [95], the user must give the probability
density limit for determining when the object is too far, and the weight limit for re-



32

moving a component. In [122], component is removed if the weight becomes zero or
less.

All three algorithms forget old data gradually. Forgetting old data might not seem
appropriate if the intention is to model the entire data set. However, forgetting old data
might allow for the components to move more freely so that they are not tied to the
original positions, should the initialization match the actual distribution of the data
poorly. When the data is ordered in some manner, forgetting old data may move the en-
tire model away from a region where the model was initially [95].

Scalable EM [14] takes the approach of converting the data into compressed object
sets. Some data is read in, then model is updated. After update the data is compressed to
make room for more data. For compressed object sets the same statistics are stored as in
BIRCH. The algorithm contains EM algorithm that has been modified to use the suffi-
cient statistics as well as individual objects, and the compression of the data is done us-
ing agglomerative clustering algorithm. In it, compressed object sets are joined together
as long as the set radius does not exceed a limit. This limit will increase as the algorithm
proceeds so that later on, more objects can be compressed together. The algorithm also
contains another method of compression. All objects that are close enough to a compo-
nent are compressed together. In practice this compresses together all objects in an area
centered around a component mean, with the same shape as the component. This might
compress together objects from different clusters if a component covers two or more
clusters. The authors have also presented similar variant of k-means [15]. The main
feature is the detection of small, compact subsets that can be turned into compressed
objects using k-means, and the agglomeration, when necessary, of the compressed ob-
ject sets. Technically, the agglomerative algorithm could handle both compressed object
sets and the uncompressed data.

An EM algorithm that utilizes a multi-resolution kd-tree is presented in [81]. Each
node of the tree contains information that summarizes the sub-tree. Namely, the number
of objects, their mean, covariance and bounding hyper-rectangle. In order to avoid
storing all data, a set of objects in a sub-tree is left together once their bounding hyper-
rectangle becomes smaller than a user-given limit. The error that arises during model
update of the components of the GMM is expected to be small. Also, when estimated
minimum and maximum memberships of an internal node are very close to each other
for all components, the node is treated as a leaf node. A component with very small es-
timated membership value for a sub-tree can be omitted from further computations in
that sub-tree.
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6 Summary of Publications

In Publication P1 we present the use of previous models as the initial model when
performing a search for the optimal model size systematically inside a range of model
sizes. Since the algorithm for models of fixed size does not improve the model during
each iteration, some stopping criteria to indicate a sufficient number of iterations are
also proposed. A few dozen initial iterations are required before we can start to use the
stopping criteria. The results indicate that the stopping criteria that assume the best
clustering criterion value should follow a smooth curve, are reasonably good. A simpler
criterion based on whether the model has improved or not, worked poorly. Using the
previous solution decreases the required number of iterations to 33–43 %.

In Publication P2 we propose a generalization of the RLS algorithm that optimizes
also the size of the model during the process in order to find the number of clusters
faster. Instead of performing just random swaps, centroids can also be removed or
added. Comparison shows that the proposed approach spends only 3 % of the number of
iterations used by a simple brute force approach of going through the given range of
model sizes systematically. For data sets with overlapping clusters, much better chance
of finding the proper number of clusters is achieved by using only 5.5 % of iterations
required by the brute force approach.

In Publication P3 we propose a method for improving the values of Davies-Bouldin
index [26] by altering the centroid model. The main goal of the research was to improve
the ability to find the intended number of clusters. DBI is calculated using MSE of each
cluster and distances between all pairs of centroids. The greater the distances between
the centroids are, the better the clustering is. For DBI, the optimal position for centroids
is not the mean vector. Moving the centroids slightly away from each other so that the
increase in errors within clusters is offset by the increase in distances between the cen-
troids results in lower values of DBI. The decrease of the values of DBI is too small to
have a practical effect on the clustering. It was not possible to determine the number of
clusters any better than without the changes to the model.

In Publication P4 we cluster binary data. Some distance functions used with binary
data do not work properly when a cluster has only one object. We propose a distance
function to be used with stochastic complexity. The distance function indicates how
much the criterion value changes when an object is moved from one partition to an-
other. The results of the clustering are used to perform classification. The classification
error for the proposed distance function is 1.13 % while for the other distance functions
it is 3–7 %.
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In Publication P5 we cluster binary data using gradient-descent type algorithms.
These algorithms rely on small, gradual changes of the model. With binary data only
abrupt changes are possible. We use a variable metric, and therefore variable criterion
function and non-binary model, to improve performance. The exponent of a Minkowski
metric is changed from ∞ to 1, and in the process, the model gradually becomes a set of
binary vectors. Initially the differences between optimal values in different partitions for
single variable are very close regardless of how many ones and zeroes there are in a
partition, thus allowing for small changes to occur in the model. The final solution be-
comes a set of pure binary vectors in a natural manner. Test results indicate that gradi-
ent-descent algorithms perform clearly better with variable metric. The average de-
crease in error is 11 %.

In Publication P6 we propose a one pass algorithm for generating a mixture model
from large data set. It is useful in cases where only a small part of the data fits into the
main memory at once. The algorithm identifies suitable subsets of the data, generates
and adds new components into the model, and updates the existing model with data ob-
jects as they are read in. Updating the model is always the primary choice. The resulting
model can be processed afterwards without the original data. During the execution of
the algorithm, only a small user-specified amount of the data is kept in memory at once.
The results indicate that the model conforms reasonably well to the distribution of the
data. The order in which the data objects are given to the algorithm does not have major
effect on the results. The whole process requires 0.5–10 % of the time taken by the EM
algorithm to generate the same amount of models.

In Publication P7 we attempt to discover clusters from speech data by systemati-
cally searching through a wide range of model sizes. Three different features are com-
puted from the speech signal. F-ratio is used as the clustering criterion. The monotonic
behavior of the criterion values indicates that there are no clusters. Visual inspection of
the data does not indicate the presence of clusters either. Using different window func-
tions or normalizing the data has no effect. As a consequence, to create a model from
speech data, the clustering algorithm has to model the distribution of the data. Algo-
rithms that automatically attempt to find the number of clusters are not usable.

The contributions of the author of the thesis to the publications can be summarized
as follows. In publications P1, P2, P3, P5 and P6 the author is responsible for imple-
menting the algorithms, performing the tests, and most of the writing. Ideas have been
developed jointly with the co-author. In publication P4, the author implemented the al-
gorithms that were used and helped with the data sets. In publication P7, the author im-
plemented the algorithms, performed the data conversions and experiments.
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7 Conclusions

In this work, algorithms for speeding up the search of both a good clustering and the
number of clusters are proposed. The approach is guided by a clustering criterion, which
is capable of indicating the number of clusters even when the clusters overlap. The pro-
posed algorithm is 5 times faster than an alternative approach of utilizing previous re-
sults, and 18 times faster than a simple approach of generating each model from scratch.

Algorithms to modify the centroids in order to obtain better values of Davies-
Bouldin index are also proposed. The proposed algorithms improves the optimization of
the criterion values but the ability of the criterion to indicate the number of clusters for
data sets with overlapping cluster is not improved.

Algorithms that rely on gradual changes can be applied for binary data better by
changing the representation of the clustering slowly from non-binary to pure binary
vectors. In most cases, the results are considerably better than when the model consists
of binary vectors, or when the model consists of mean vectors that are rounded as the
last step.

A model can be generated from a large data set by first generating it from the data set
in one pass and then reducing the model size in a separate post-processing step, without
the need of the original data. The model size reduction is fast compared to processing
the entire data set. Therefore, several models can be generated with low cost compared
to the initial generation of the model from data.

A future extension to this work would be to develop a better method of selecting the
objects from the buffer for the algorithm presented in [P6]. Ideally, the algorithm should
quickly identify a set of objects that is distributed according to a multivariate Gaussian
distribution. This would allow the algorithm to identify potential clusters.

It may also be possible to generalize the approach of [P5] to attributes with few ordi-
nal values, such as 3-5 different values. Whether gradient descent algorithms have
problems with such attributes should be verified first.
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